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Abstract. This paper is concerned with the dynamics of liquid crystals with a non-
symmetric form of the pressure tensor. The formulation uses the classical spin equation,
where the spin depends on the director d of the local embedded crystals. Thus the
mass-momentum equations are completed by the spin equation, and since we consider the
temperature dependent case, in addition an energy equation is necessary. The temperature
dependent free energy is given as usual by the entropy through f = ε − θη and in the
stationary case this reduces to well known results. But the main thing is that we apply
the entropy principle and use an equivalent formulation of the fact that the entropy is
an objective scalar. This way we prove our general theorem by showing that the entropy
production is positiv. As application of this theorems we show that important results of
H. Grad, Ericksen & Leslie, I. Müller, and Chandrasekhar are correct.
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1 Introduction
We consider liquid crystals in the nematic state, which are in principle fluids, but they
show different behaviour in different temperature intervals. Some of them change the
physical conditions abruptly if crossing a particular temperature value. For a general
impression of such media see the contribution in [Wikipedia: Liquid crystal (Mar 2022)].
Therefore it is clear that this subject is important for mathematical science, especially
since nowadays there is a great interest from material science in liquid crystals. The
theoretical literature about nematic liquid crystals has developed mainly during the period
between 1950 and 1990. We will give a short overview of the history at the end of this
section.
The angular momentum played an important role from the very beginning since the
models of liquid crystals have a nonsymmmetric pressure tensor Π as standard feature.
Here Π stands for all objective contributions in the momentum equation, that is, at least
it contains the pressure and the viscous stress tensor. The nonsymmetric character of Π
becomes clear if one looks at the equation of angular momentum (5.5), which is based on
the mass-momentum system for (ϱ, v),

∂tJ + div
(
J vT + (x− ξ) ∧ Π+ Σ

)
= (x− ξ) ∧ (f − ϱξ̈) + Γ , (1.1)

where the tensor J is antisymmetric and Σ, Γ are explained in (5.7). The moving
reference point ξ is described below. This law of angular momntum is stated in the book
of DeGroot & Mazur [4 : Chap.XII §1(3)]. Now J = L +S contains the orbital angular
momentum L = (x− ξ) ∧ ϱ(v − ξ̇) which satisfies

∂tL + div
(
L vT + (x− ξ) ∧ Π

)
= −2ΠA + (x− ξ) ∧

(
f − ϱξ̈

)
, (1.2)

and this equation is a direct consequence of the underlying mass-momentum theory with
an arbitrary tensor Π, which contains the antisymmetric part ΠA. It is a classical formula
which you find in the Script of Alt [1 : Sec.II.6] and in all literature with an arbitrary Π.
(The formula (1.2) is common in literature which makes the Cauchy assumption that Π
is symmetric.) So the difference S := J −L , which is called the spin, satisfies the spin
equation (5.6)

∂tS + divx(S vT + Σ) = 2ΠA + Γ , (1.3)

which is usually written in the form∗ ϱ
◦

S sp + divΣ = 2ΠA + Γ where S sp is the specific
spin. We are working with the spin equation and we add this to the mass-momentum
system, so that

∂tϱ+ div(ϱv) = 0 ,

∂t(ϱv) + div(ϱvvT +Π) = f ,

∂tS + div(S vT + Σ) = 2ΠA + Γ ,

(1.4)

is the system, see (2.1), which is the basis of our paper. We want to emphasize that
all the equations used here are observer independent. In the literature usually one uses

∗The material derivative
◦
h := ∂th+ v·∇h is usually denoted by ḣ

https://en.wikipedia.org/wiki/Liquid_crystal
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the special case ξ = 0, which means that the angular momentum is meant with respect
to the actual observer, and only for him. Therefore we have introduced the trajectory
t ∈ R 7→ ξ(t) ∈ R3 as a freely movable reference point with respect to which the angular
momentum is measured, see Section 5. And the spin should describe a property of the
body itself, it should transform itself like an objective quantity. Altogether this is the
observer independent, i.e. frame indifferent, method.
Since we consider the temperature dependent case, we have to add the differential equation
of the total energy e, which transforms like the kinetic energy,

∂te+ div q̃ = g̃ := v·f +Dv··ΠA + g ,

e = ϱ
2
|v|2 + ϱ

2
τ |S sp|2 + ε ,

(1.5)

where ε contains the absolute temperature θ. The contributions of g̃, that is the v de-
pendent terms, have to be there, and then g is an objective scalar (see e.g. [1 : II.3.14
Mass-momentum-energy theorem]). Since we have no other contribution to the energy,
this e is regarded as the total energy, which is assumed to be conserved by the energy
principle. It explains why the objective scalar g can be set to g = 0. Therefore the
equation for ε becomes using the system (1.4) and with q̃ =ΠT v + τS sp··Σ+ q, where q
is the heat flux,

∂tε+ div(εv + q) = −Dv··ΠS − τ
(
DS sp··Σ + S sp··H) . (1.6)

We add this to the system (1.4) and get system (2.7), which is the basis for the entropy
principle. We mention that the equation (1.6) is also used by Leslie [17 : (3.13)], where to
obtain this he used the director equation (6.4) instead of the spin equation.
At the end of the paper in Section 9 we deal with a classical entropy

η = η̂(ϱ, ε) (1.7)

and perform the entropy principle. This was also done by DeGroot & Mazur in the book
[4 : Non-Equilibrium Thermodynamics], but without stating objectivity and so with a
different energy equation. We go to system (2.7) as basis and derive in Theorem 9.1 an
entropy production (9.4). Here the entropy principle is true for arbitrary spin. If the spin
part gives a positive contribution to the entropy production this essentially says that the
spin equation (1.3) has a dissipative behaviour.
In Section 2 we deal with nematic liquid crystals, that is, we use the standard model with
a so called director d where |d| = ℓ = const > 0 and with the spin

S = ϱ d ∧ d ′
, d

′
:=

◦
d− Aξd . (1.8)

Note that here d
′ is an objective vector. We remark that we use the variable d with

length ℓ which has the advantage that the magnitude of the spin can be adjusted. Then
we apply the entropy principle with

η = η̂(ϱ, ε, d,Dd) (1.9)
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where Dd are the spatial derivatives of the director d which is a vector, see e.g. in the case of
incompressible equilibria Hardt & Kinderlehrer [15]. With the constitutive equation (1.9)
for η we obtain the central theorem of this paper, with the same system (2.7) as basis. We
call this result the Main Theorem 2.2 and it has the following entropy production (2.15)

0 ≤ σ = η ′εDu··(P −ΠS) +∇η ′ε·q
+d

′·(δηδd + 2τ
(
η ′ε(2Π

A + Γ)− div(η ′εΣ)
)
d
)
.

(1.10)

Here the d ′ term is the contribution which is due to the special form S = ϱ d∧ d ′ of the
spin (1.8), or one can interprete this as coming from the dependence of η on (d,Dd).
Setting Π = P −S with a general S = SS+SA, see the text following equation (2.18), the
inequality (2.15) is equivalent to (2.19)

0 ≤ σ = η ′εDu··(PA +SS) +∇η ′ε·q
+d

′·(δηδd + 2τ(η ′εH− div(η ′εΣ))d
)
,

(1.11)

where, see (5.14),
H = Γ + 2PA − 2SA . (1.12)

If we assume Γ = 0 the inequality σ ≥ 0 is a condition on SS, SA and q, and the system
(1.4) has the form, using (5.13),

∂tϱ+ div(ϱv) = 0 ,

∂t(ϱv) + div(ϱvvT + P − S) = f ,

ϱ(
◦

S sp − Γ0) + divxΣ = H , S sp = d ∧ d ′
, H = 2ΠA = 2PA − 2SA ,

(1.13)

and in addition the energy equation (1.6) for the inner energy is fulfilled. This is true in
the general case.
The following Section 3 deals with special applications of the Main Theorem 2.2. It are
the results of Ericksen & Leslie and Chandrasekhar, where the essential assumption is

Σ = d ∧ π , π an objective tensor,
H = d ∧ g +

∑
j(∂jd) ∧ π•j , g an objective vector.

(1.14)

In Lemma 5.6 it is shown that under these assumptions the reduced spin equation is
equivalent to

d ∧ (ϱd
′′
+ divπ − g) = 0 , (1.15)

which we call the “director equation”. And for the antisymmetric part of Π an “additional
equation” has to be satisfied

2ΠA + Γ = H = d ∧ g +
∑

j(∂jd) ∧ π•j . (1.16)

In 3.1 both equations (1.15) and (1.16) together are proved to imply the (full) spin equa-
tion. In fact, they are equivalent to the (full) spin equation with the condition (1.14).
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This is the reason why the system (3.2) implies system (2.7). In other words, we mention
that the models of Ericksen & Leslie and of Chandrasekhar turned out to be a special
case of our system.

We should point out the fact that the entropy (because of the nonnegativity of the entropy
production) has to be an objective scalar. Depending on the special constitutive equation
(1.9) on η this has an handy equivalent formulation in Condition 7.1. This condition is
vary helpful for the proof of the form of σ in Section 8. And this condition for the free
energy is also contained in the literature see e.g. Ericksen [8 : Sec.VII], Leslie [17 : (4.10)]
and Chandrasekhar [3 : (3.1.15)].

We now come to the historical development.

Around one century ago in 1933 there is the paper [23] of Oseen, where he introduced in the
compressible case a system of differential equations, the equations of mass-momentum and
entropy and a director equation, a second order equation for d, see [23 : p.896] (d ; L).
The right-hand side of the director equation contains a multiple of d, as in (6.1). He
postulated an entropy equation, but by a little computation shows that the system with
entropy is equivalent to the system with inner energy. The momentum equation is coupled
with the director equation by an “intrinsic part” given by the director distribution in the
neighborhood of the element (we would interpret this term saying that it is depending
on ∇d etc.). Hence his system is a full system. However, the stress tensor is symmetric,
which is why we do not treat this here.

In 1952 H.Grad [14] considered viscous flows letting the standard assumption that the
pressure tensor Π is symmetric behind. In [14 : §4] he sets up the general equation

∂t(ϱa) + div(ϱav +A) = ααα

for (a,A,ααα) and uses it to derive a system consisting of four equations, that are mass,
momentum, energy and angular momentum, see [14 : (4.6), (4.11), (4.15), (4.12)], where
the quantities of this system partly deviate from the standard quantities. He motivates
this by considerations on statistical mechanics. The conservation of angular momentum
is given in [14 : (4.12)] (J sp ; M + µ, Σ ; Q)†, where the external angular momen-
tum is written down in [14 : (4.13)] (L sp ; M) and the internal angular momentum in
[14 : (4.14)] (S sp ; µ) hence J = L + S . This general treatment were later in 1962
adopted from DeGroot & Mazur in the book [4 : Non-Equilibrium Thermodynamics]. We
chose this approach because it is a general description of angular momentum. In this paper
in Section 9, we prove the entropy principle, where the entropy η is taken according to the
classical representation η = η̂(ϱ, ε), which means that the Gibbs relation [4 : Chap.XII§1
(20)] (η ; ϱs, Π ; P ) holds. We carried out this accurately and have been able to verify
the representation of Grad’s pressure tensor [14 : (4.30)] (Πij ; Pij = pδij+pij). It should
be noted that the authors use the internal energy equation [14 : (4.21)] or [4 : Chap.XII§1
(13)] with the term Π··Dv instead of the objective scalar Π··(Dv)S, which contradicts the
objectivity of this equation.

†We want to show with the remark in brackets, how the quantities in this paper correspond to the
quantities in literature.
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In 1960, in his paper [7], Ericksen first wrote down the standard equations [7 : (2.1)-(2.4)]
for mass, momentum, energy and angular momentum, which are generally known and
were derived for symmetric pressure tensors. Then he sets up his system of equations
[7 : (2.9)-(2.13)], where equation [7 : (2.11)] is Oseen’s director equation, as he says, in
a very abbreviated form. So, to make the system complete again, his main concern is
equation [7 : (2.13)], which contains the antisymmetric part ΠA. For the term ΠA he
mentions a work by Toupin (1956) and section [14 : §4] of Grad. However, he does not
see that the equation [14 : (4.14)], after some thinking, is the one he wishes to have. He
only says: “Grad discusses conservation laws more general than those used here. In doing
so, he introduces an equation similar to (2.13).” In 1961 Ericksen [8] quoted from Grad
general conservation laws [8 : (1)-(4)] and he combines his director equation [8 : (16)] with
an equation for the antisymmetric part of the pressure tensor [8 : (42)], which together
with the coupling [8 : (35)] imply the equation of angular momentum [8 : (44)] (x∧ẋ+n∧ṅ,
d ; ℓn). So he gave, without saying this, a different reasoning for the model of angular
momentum with S = ϱ d ∧ d

′ , which for general S Grad stated in [14 : (4.12)-(4.14)]
(S ; ϱµ) one decade before. In Section 6 we come back to this.
In 1967 I. Müller had with a fundamental paper [21 : On the entropy inequality] a major
impact on the theory. Leslie was also inspired by the work of I. Müller and in the paper
[17] from 1968 he systemizes all previous approaches. In the entire paper he considered
for the first time the objectivity of all quantities and conservation equations. Especially
he writes the inner energy equation independent of the observer, that is, there is only
the contribution Dv··ΠS on the right-hand side of equation [17 : (3.13)], see also Chan-
drasekhar [3 : (3.1.8)]. In the case of the entropy inequality [17 : (3.14)-(3.16)], according
to I. Müller, the entropy flow is assumed arbitrarily and with usage of the existing con-
servation equations the entropy inequality [17 : (3.16) and (4.8)] is written in a general
setting. Then [17 : (4.9)] the representation of of the free energy f = f̂(ϱ, θ, d,Dd) is
shown. After the entropy flux has been determined, he obtains the residual inequality
[17 : (4.14)]. This inequality allows him to write the flux and production terms in stan-
dard terms and remainder terms, the latter then must satisfy the final residual inequality
[17 : (4.18)]. This procedure is also adopted in the book by Chandrasekhar [3 : 3 Contin-
uum theory of the nematic state].
I.Müller 1985 presented in his book [22 : 10 Thermodynamics of Nematic Liquid Crystals]
a chapter about the Ericksen & Leslie theory. As introduction he consideres a rigid
body approximated by mass points. He derived from the angular momentum and energy
for these collection of points [22 : (10.4) and (10.5)], in a way which is comparable with
Grad, the equations of angular momentum and energy for the rigid body [22 : (10.16)].
In this representation additional terms occur, which also are there in the continuum limit
[22 : (10.19)]. He also proves in [22 : 10.1.2.2 Balance of spin and director balance] that
for the spin S = ϱ d∧ d ′ the balance equation is equivalent to the director equation plus
the equation for the antisymmetric part of the pressure tensor.
In the book [10 : Theory and Applications of Liquid Crystals] in 1987 by Ericksen &
Kinderlehrer were published essays of various authors on the subject of liquid crystals, one
articel by Hardt & Kinderlehrer [15 : Mathematical Questions of Liquid Crystal Theory].
This article treats stationary problems and in particular uses free energies [15 : (1.1)]
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(f ; W , d = ℓn) of the form

2f̂(n,∇n) = κ1( divn)2 + κ2(n·curl n + q)2 + κ3|n ∧ curl n|2

+(κ2 + κ4)(trace (∇n)2 − ( divn)2) ,

see Frank [13]. “Other contributions to the energy may be given by magnetic or electric
fields”, see [15 : 2 Existence theory for nematics and cholesterics]. It is studied, how
stationary solutions look like.

In 1969 Ericksen writes down the equations [9 : (1)-(12)] and says: “We consider the
fluids to be incompressible and ignore thermal effects”. In 1991 he introduces the first
steps of the Q-theory in [12] because “the interest in liquid crystals is associated with
efforts to control their orientation”. In 1992 Leslie in [19] considers a form of total angular
momentum [19 : (2.2)], but he says: “The inertial term associated with local rotation of
the material element is omitted because in general it is negligible.”

In 1995 Lin & Liu [20] made several simplifications of the model which, among other
things, lead to a symmetric pressure tensor. The outcome of this procedure is “the sim-
plest mathematical model one can derive, without destroying the basic nonlinear struc-
ture” (from [20]). This model has a symmetric pressure tensor, and several papers about
existence theory have used this model. As far as we know, since then only Lasarzig with
his Dissertation [16] has written a mathematical paper in which a nonsymmetric stress
tensor has been modeled for showing that a weak solution of the problem exists.

2 Main theorem
The problem is based on the following system of differential equations

∂tϱ+ div(ϱv) = 0 ,

∂t(ϱv) + div(ϱvvT +Π) = f ,

∂tS + div(S vT + Σ) = H := 2ΠA + Γ .

(2.1)

Here Π is the pressure tensor in the general setting, that is Π =ΠS+ΠA with an antisym-
metric part ΠA. This part appears as right-hand side of the spin equation. The spin S is
by (5.8) an objective matrix, and Σ is an objective 3-tensor. In general the spin equation
is written as a specific quantity S sp, i.e. S = ϱS sp, so it follows using the mass equation
∂tϱ+ div(ϱv) = 0

ϱ
◦

S sp + divΣ = H , (2.2)

where
◦

S sp is the material derivative of S sp. We mention that we call (2.2) the “reduced
spin equation”, because H has been defined to make the equation

2ΠA + Γ = H (2.3)

an independent relation.
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Since we consider the temperature dependent case, we have in addition the differential
equation of the total energy e (see e.g. [1 : II.3.14 Mass-momentum-energy theorem])

∂te+ div q̃ = g̃ := v·f +Dv··ΠA + g . (2.4)

The objective scalar g is set to be 0, since e is the total energy which is assumed to
be conserved by the energy principle. The other contributions of g̃ depend on v and
therefore are not available for such setting. Of course, e contains the kinetic energy, but
also the spin has a contribution to e. Therefore, since we assume that there is no other
contribution to the energy equation, we write

e =
ϱ

2
|v|2 + ϱ

2
τ |S sp|2 + ε , (2.5)

where the remaining term ε contains the absolute temperature θ, and where τ > 0 is
assumed to be a constant. (It can be generalised to S sp··τττS sp where τττ is a positive
definite 4-tensor, see [2].) We mention that the whole spin is assumed to be an energetic
term. Now, the kinetic energy satisfies (see e.g. [1 : III.2.2])

∂t

(ϱ
2
|v|2
)
+ div

(ϱ
2
|v|2ϱv +ΠT v

)
= v·f +Dv··Π ,

and the spin energy, by multiplying (2.2) by S sp·· and doing an operation as above,

∂t

(ϱ
2
|S sp|2

)
+ div

(ϱ
2
|S sp|2ϱv + S sp··Σ

)
= DS sp··Σ + S sp··H ,

here

S sp··Σ =

(∑
k,l

S sp
klΣklj

)
j=1,2,3

and DS sp··Σ =
∑
k,l,j

S sp
kl ′jΣklj .

Subtracting these equations from (2.4) we obtain with q̃ =ΠT v + τS sp··Σ + q

∂tε+ div(εv + q) = −Dv··ΠS − τ
(
DS sp··Σ + S sp··H) . (2.6)

Altogether the equations for the temperature depending system are (2.1) plus (2.4). This
system reads, since ∂tε+ div(εv) = ◦

ε+ ε divv and since S··H = S··H by 5.2,

∂tϱ+ div(ϱv) = 0 ,

∂t(ϱv) + div(ϱvvT +Π) = f ,

ϱ
◦

S sp + divΣ = H , 2ΠA + Γ = H ,
◦
ε+ ε div v = − div q −Dv··ΠS − τ

(
DS sp··Σ + S sp··H) .

(2.7)

These are the general equations we consider. There is a property which solutions of system
(2.7) have to satisfy, it is the entropy principle. It means that the inequality

σ := ∂tη + divψ ≥ 0 (2.8)

has to hold, where η is the entropy and ψ the entropy flux. We mention that this inequality
is the reason why η has to be an objective scalar.
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2.1 Assumption. We assume that η is an objective scalar. Therefore, if η̂ is defined as
in (7.3), the Condition 7.1 is applicable.

If η depends on the variables (ϱ, ε) only, the entropy principle (2.8) is proved in Section 9
and we show in the theorem 9.1 that the pressure tensor Π has to be nonsymmetric. As
we point out, this nonsymmetry is strongly related to the spin, which is explained in
Section 5. This is one model.
In models of nematic liquid crystals the main quantity is, in accordance with well known
theories, the director d of the corresponding fluid particles. The director d of constant
length ℓ > 0 is the characteristic quantity for crystals. We prove the main principle (2.8)
if η depends besides on (ϱ, ε) on the values and first derivatives of the director d, that is,

η = η̂(ϱ, ε, d,Dd) , (2.9)

for which the Condition 7.1 applies. Also here the pressure tensor Π is antisymmetric. It
is clear that this antisymmetry is strongly connected to the spin, which is explained in
Section 5. Here the spin depends on the director d and has the following representation

S sp = d ∧ d ′
, (2.10)

where d is an objective vector. Now S sp has to be an objective matrix, and this is true
if d ′ is an objective vector, which is the case when d

′ equals the relative value, see 5.3,

d
′
:=

◦
d− Aξd . (2.11)

The main theorem is the following, which is a theorem on the entropy principle.

2.2 Main theorem. Consider solutions of system (2.7) with the spin satisfying (2.10)

S = ϱ d ∧ d ′ (2.12)

with d the director of the fluid. Let the entropy η and the entropy flux ψ be of the form

η = η̂(ϱ, ε, d,Dd) , η ′ε =
1

θ
> 0 , θ the absolute temperature,

ψj = ηvj + η ′εqj −
∑
k

d
′

k

(
η ′dk,j +

∑
l

2τη ′εdlΣklj

)
,

(2.13)

where η satisfies 2.1, and furthermore let

P := pId− θ
∑
i

∇di⊗η ′∇di , p := θ(η − ϱη ′ϱ − εη ′ε) , (2.14)

and let the relative velocity u := v − vξ. Then the entropy principle (2.8) is satisfied, if
the entropy production satisfies the residual inequality

0 ≤ σ = η ′εDu··(P −ΠS) +∇η ′ε·q
+d

′·(δηδd + 2τ
(
η ′ε(2Π

A + Γ)− div(η ′εΣ)
)
d
)
,

(2.15)



352

where Γ is defined in (5.14).
Remark: The last line written in components is∑

k

d
′

k

( δη
δdk

+ 2τ
∑
l

dl
(
η ′ε(2Π

A
kl + Γkl)−

∑
j

∂j(η ′εΣklj)
))
,

and the first variation of η with respect to d is
δη

δdk
= η ′dk −

∑
j

∂jη ′dk,j . (2.16)

The costitutive equation of the entropy is well known, for example, see in the incom-
pressible case the free energy in Ericksen [9 : (8)], Hardt & Kinderlehrer in Ericksen &
Kinderlehrer [10 : (1.1) on p.152], and Chandrasekhar [3 : (3.1.14)], and in the compress-
ible case see the entropy in Leslie [17 : (4.9)] (η ; ϱS) and I.Müller [22 : (10.39)] (η ; ϱη,
the additional terms are due to a not correct energy equation, see [22 : (3.45)1]). Observe
that the entropy flux ψ in (2.13) has compared with Clausius-Duhem an additional term
in d

′ and such term is well known from phase-field theories. The form of the pressure
tensor Π, especially the fact that it is nonsymmetric, is also very common, and the repre-
sentation Π = P − S where S is the stress tensor often arises. All fluxes (Π, q,Σ) of the
underlying theorem (2.7) are subject to restrictions due to the residual inequality (2.15).
Proof. With an arbitrary entropy function, of course being an objective scalar, and with
the dependence in (2.13) the main part of the proof is done in Section 8. The result of
Section 8 is the equation for the entropy production σ in (8.5). The last line of (8.5) gives
rise to the form of the the entropy flux ψ defined in (2.13). It contains terms which are
also in the Clausius-Duhem form and it contains an additional d ′ term, which is familiar
with corresponding terms in phase field models.
The rest consists of three terms, where the second one is due to heat transfer q and the
first term gives rise to define the Gibbs relation with the pressure p, see (2.14). The entire
pressure part P contains −

∑
i∇di⊗η ′∇di which may have an antisymmetric part. The

antisymmetry is also the case for Du with u := v−vξ, which is important for applications.
So the whole term reads

Du··(η ′εP − η ′εΠ
S) ,

which below in (2.19) is rewritten with Π = P−S. So finally the d ′ term remains, and this
is the essential one which is discussed in further sections. Here the identity H = 2ΠA +Γ
is used.

The residual inequality says that one can as usual define the stress tensor S by

Π = P − S , (2.17)

but where S here and in general has an antisymmetric part SA, and the pressure part
P as defined in (2.14) and is not only a scalar pressure p times the Identity. With this
definition one can formulate everything in terms of (SS ,H) instead of Π. It is

P −ΠS = PA +SS , PA = −θ
∑

i (∇di⊗η ′∇di)
A ,

ΠA = PA −SA , 2ΠA + Γ = H ,
(2.18)
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hence the residual inequality (2.15) becomes

0 ≤ σ = η ′εDu··(PA +SS) +∇η ′ε·q
+d

′·(δηδd + 2τ(η ′εH− div(η ′εΣ))d
)
.

(2.19)

Hence this entropy production (2.19) is equivalent to (2.15) and has several realizations.
This will be exploited in the next section and we will show that the main results of the
existing theory for liquid crystals are correct. The representation of the d

′ coefficient
together with the spin equation (2.2) looks similar to Emmrich et al. [5 : (46a) and (48)]
in the Q-tensor theory.

3 Applications
Here we apply the main theorem 2.2 in order to show that results of Ericksen & Leslie
and Chandrasekhar in the incompressible case and I. Müller in the compressible case are
correct, although they prove this with different assumptions. We treat here the system
under the following conditions

S sp = d ∧ d ′ (in detail: Skl = ϱ(dkd
′

l − d
′

kdl)
)

Σ = d ∧ π
(
in detail: Σklj = dkπlj − πkjdl

)
H = d ∧ g +

∑
j∂jd ∧ π•j

(
in detail: Hkl = dkgl − gkdl +

∑
j(dk ′jπlj − πkjdl ′j)

) (3.1)

where π is an objective matrix and g an objective vector. We show now that this is a
special case of system (2.7). Afterwards we prove that main results in the literature follow
from system (2.7).

3.1 Special case. Let an objective matrix π and an objective vector g be given with
(3.1), and assume that

∂tϱ+ div(ϱv) = 0 ,

∂t(ϱv) + div(ϱvvT +Π) = f ,

d ∧ (ϱd
′′
+ divπ − g) = 0 , 2ΠA + Γ = H = d ∧ g +

∑
j∂jd ∧ π•j ,

◦
ε+ ε div v = − div q −Dv··ΠS − 2ℓ2τ

(
Dd

′··π + d
′·g) .

(3.2)

is true. Then system (2.7) is satisfied.

The third line of (3.2) is a consequence of the model by Leslie [18 : (15) and (14)] and
Chandrasekhar [3 : (3.1.9) and (3.1.10)]. Already Ericksen in [8 : (16),(42) with coupling
(35)] saw the connection with angular momentum in [8 : (44)].
Proof. The mass und momentum conservations in (3.2) and (2.7) are the same. To show
the reduced spin equation in (2.7), we notice that the first part of the third line in (3.2)
(equivalent to the director equation (6.4)) is just (5.21). With the help of Lemma 5.6
we see that under assumption (3.1) this equation (5.21) is equivalent to the reduced spin
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equation (5.13), which can be reformulated, since H = H̄ + ϱΓ0, into the reduced spin
equation in (2.7).
The associated conditions onΠA in both, (2.7) and (3.2), are the same, due to Γ = Γ̄+ϱΓ0.
For the internal energy equation in (2.7) we calculate out using (3.1)

DS sp··Σ + S sp··H̄ = D(d ∧ d ′
)··(d ∧ π) + (d ∧ d ′

)··(d ∧ g +∑
j

∂jd ∧ π•j) .

Using the rule (⃗a∧ b⃗)··(c⃗∧ d⃗) = 2(⃗a·⃗c)(⃗b·d⃗)−2(⃗a·d⃗)(⃗b·⃗c) we get with the help of d·d ′
= 0

and d·∂jd = 0

D(d ∧ d ′
)··(d ∧ π) =∑

j

(∂jd ∧ d
′
+ d ∧ ∂jd

′
)··(d ∧ π•j) =

∑
j

(d ∧ ∂jd
′
)··(d ∧ π•j)

= 2|d|2Dd ′··π − 2
∑
j

(d·π•j)((∂jd
′
)·d) ,

(d ∧ d ′
)··(d ∧ g +∑

j

∂jd ∧ π•j) = 2|d|2d ′·g − 2
∑
j

(d·π•j)(d
′·(∂jd)) .

From d·d ′
= 0 we get ∂jd·d ′

+ d·∂jd ′
= 0 and thus∑

j

(d·π•j)((∂jd
′
)·d) +∑

j

(d·π•j)(d
′·(∂jd)) = 0 .

So with |d|2 = ℓ2 we have proven DS sp··Σ + S sp··H̄ = 2ℓ2(Dd
′··π + d·g).

We do not refer to this system (3.2) because we know from 3.1 that system (2.7) is satisfied,
which implies that also all consequences we have made are applicable here with in addition
only using (3.1). Now, with the assumptions (3.1) we prove a special representation of
the d ′ term in the residual inequality (2.15).

3.2 Theorem. Let the assumptions of the main theorem 2.2 be true and assume (3.1)
for Σ and H. Then the residual inequality (2.15) becomes

0 ≤ σ = η ′εDu··(PA +SS) +∇η ′ε·q
+
∑

kd
′

k

(
η ′dk − div

(
η ′∇dk − 2ℓ2τη ′επk•

)
− 2ℓ2τη ′εgk

)
.

(3.3)

Proof. In the main theorem 2.2 the d ′ term was∑
k

d
′

k

( δη
δdk

+ 2τ
∑
l

dl
(
η ′εHkl −

∑
j

∂j(η ′εΣklj)
))

=
∑
k

d
′

k

( δη
δdk

+ 2τη ′ε

∑
l

dl(H− divΣ)kl − 2τ
∑
j,l

dl(∂jη ′ε)Σklj

)
.

Using the spin equation of the system (2.7) in the version (5.13) and lemma 5.5∑
k,l

d
′

kdl(H− divΣ)kl =
∑
k,l

d
′

kdlϱ(
◦

S sp − Γ0)kl = ϱ
∑
k,l

d
′

kdl(d ∧ d
′′
)kl

= ϱ
∑
k,l

d
′

kdl(dkd
′′

l − d
′′

k dl) = ϱ
(
d

′·d d·d ′′ − d
′·d ′′

d·d) = −ℓ2d ′·(ϱd ′′
) .
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Using lemma 5.6, exactly (5.22), we see due to d ′·d = 0 that

−ℓ2d ′·(ϱd ′′
) = ℓ2d

′·( divπ − g) ,

hence
2τη ′ε

∑
k,l

d
′

kdl(H− divΣ)kl = 2τη ′εℓ
2d

′·( divπ − g) .

Also by assumption (3.1)

−2τ
∑
k,j,l

d
′

kdl(∂jη ′ε)Σklj = −2τ
∑
k,l,j

d
′

kdl(∂jη ′ε)(dkπjl − πkjdl)

= −2τd
′·d∑

l,j

dl∂j(η ′ε)πjl + 2τℓ2
∑
k,j

d
′

k∂j(η ′ε)πkj = 2τℓ2d
′·(π∇η ′ε)

Then it holds all in all∑
k

d
′

k

( δη
δdk

+ 2τ
∑
l

dl
(
η ′εHkl −

∑
j

∂j(η ′εΣklj)
))

=
∑
k

d
′

k

( δη
δdk

+ 2τℓ2η ′ε( div(π)− g)k + 2τℓ2(π∇η ′ε)k

)
=
∑
k

d
′

k

(
η ′dk − div(η ′∇dk) + 2τℓ2 div(η ′επ)k − 2τℓ2η ′εgk

)
=
∑
k

d
′

k

(
η ′dk − div

(
η ′∇dk − 2τℓ2η ′επk•

)
− 2τℓ2η ′εgk

)
.

In the following we do something which is similar of introducing the S term as coefficient
of Du in the entropy production. We introduce an undetermined g1 so that the coefficient
of the d ′ term in (3.3) is

η ′d − div
(
η ′Dd − 2τℓ2η ′επ

)
− 2τℓ2η ′εg ∈ 2τℓ2η ′εg1 + {d ′}⊥ . (3.4)

Therefore given g1 we assume the following for π and g in terms of derivatives of the
entropy η

π :=
1

2τℓ2η ′ε
η ′Dd − d⊗β , g :=

1

2τℓ2η ′ε
η ′d − (γd+Dd β)− g1 ,

in detail: πkj :=
θ

2τℓ2
η ′dk,j − dkβj , gk :=

θ

2τℓ2
η ′dk −

(
γdk +

∑
j

dk ′jβj
)
− g1k ,

(3.5)
where the vectors β, γ ∈ R3 are due to the indeterminacy of π and g. In Chandrasekhar in
the incompressible case [3 : (3.1.16) and (3.1.20)] (with π ; −π and g ; −g and f ; F )
these definitions are done for the free energy function f = ε− θη, in detail

f = f̂(ϱ, θ, d,Dd) = ε− θη̂(ϱ, ε, d,Dd) for θη̂ ′ε(ϱ, ε, d,Dd) = 1 ,

where then it is assumed that in the used range η is a convex function of ε. Then the
definitions above read

πkj := − 1

2τℓ2
f ′dk,j − dkβj , gk := − 1

2τℓ2
f ′dk −

(
γdk +

∑
j

dk ′jβj
)
− g1k . (3.6)
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These definitions are also contained in I.Müller [22 : (10.62)6 and (10.62)7] in the com-
pressible case (with β ; β̂ − ϱf ′∇dd and π ; −Π, g ; g, f ; ψ, θ ; T ). We obtain
the following theorem.

3.3 Theorem. Let the assumptions of the theorem 3.2 be true. Then the constitutive
equations (3.5) imply that the relation (3.4) is satisfied. Moreover, it follows that the
entropy flux is of the Clausius-Duhem form

ψj = ηvj + η ′εqj ,

and the residual inequality (3.3) becomes

0 ≤ σ = η ′εDu··(PA +SS) +∇η ′ε·q + 2τℓ2η ′ε d
′·g1 . (3.7)

Proof. From (3.5) it follows∑
j

∂j
(
η ′dk,j − 2τℓ2η ′επkj

)
= 2τℓ2

∑
j

∂j
(
η ′εdkβj

)
= 2τℓ2 div(η ′εβ) dk + 2τℓ2

∑
j

η ′εdk ′jβj ,

η ′dk − 2τℓ2η ′εgk = 2τℓ2η ′ε

(
γdk +

∑
j

dk ′jβj + g1k
)
,

hence

η ′dk − div
(
η ′∇dk − 2τℓ2η ′επk•

)
− 2τℓ2η ′εgk = 2τℓ2η ′εg1k + 2τℓ2

(
η ′εγ − div(η ′εβ)

)
dk ,

therefore (3.4) is satisfied since d·d ′
= 0.

For the entropy flux it is in (2.13) by (3.5)∑
l

2τη ′εdlΣklj =
∑
l

2τη ′εdl(dkπlj − dlπkj)

=
∑
l

2τη ′εdldkπlj − 2τℓ2η ′επkj =
∑
l

2τη ′εdldkπlj + 2τℓ2η ′εdkβj − η ′dk,j ,

and therefore∑
k

d
′

k

(
η ′dk,j +

∑
l

2τη ′εdlΣklj

)
= 2τη ′ε

∑
k

d
′

kdk
(∑

l

dlπlj + ℓ2βj
)
= 0

since d·d ′
= 0.

The two constitutive relations (3.5) imply that by (3.4) the d ′ term in the formula of σ
is rewritten as d ′·(2τℓ2η ′εg1).

The following lemma uses the fact that PA can be expressed by SA and g1.

3.4 Lemma. Let the assumptions of the main theorem 2.2 be true and in addition assume
that 2τℓ2 > 1 and take the special cases (3.1) with (3.5) for π and g. Then the residual
inequality reads

0 ≤ σ = η ′εDu··
(
SS + τℓ2

2τℓ2−1

(
2SA − d ∧ g1 − Γ

))
+∇η ′ε·q + 2τℓ2η ′εd

′·g1 (3.8)

Remark: In applications usually it is assumed that Γ = 0.
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Proof. By using theorem 3.3 the residual inequality (3.3) reads

0 ≤ σ = η ′εDu··(PA +SS) +∇η ′ε·q + 2τℓ2η ′εd
′·g1 .

We have to show that (
2− 1

τℓ2

)
PA = 2SA − d ∧ g1 − Γ . (3.9)

Since 2ΠA + Γ = H and because of the representation of H in (3.1) we get

d ∧ g = 2ΠA −
∑
j

(∂jd) ∧ π•j + Γ .

With the constitutive equations for π and g (3.5) this is

d ∧
( 1

2τℓ2η ′ε
η ′d − g1 − (γd+Dd β)

)
= 2ΠA −

∑
j

(∂jd) ∧
( 1

2τℓ2η ′ε
η ′∂jd − βjd

)
+ Γ .

The γ term vanishes and the β terms on both sides are equal, since

−d ∧ (Dd β) =
∑
j

βj d ′j ∧ d =
∑
j

(∂jd) ∧ (βjd) ,

therefore
d ∧

( 1

2τℓ2η ′ε
η ′d − g1

)
= 2ΠA −

∑
j

(∂jd) ∧
( 1

2τℓ2η ′ε
η ′∂jd

)
+ Γ .

Now with ΠA = −SA +PA it results into

d ∧ g1 + Γ =
1

2τℓ2η ′ε

(
d ∧ η ′d +

∑
j

(∂jd) ∧ η ′∂jd

)
− 2ΠA

=
1

τℓ2η ′ε

(
d⊗η ′d +

∑
j

(∂jd)⊗η ′∂jd

)A − 2ΠA

= − 1

τℓ2η ′ε

(∑
k

(∇dk)⊗η ′∇dk

)A − 2ΠA =
1

τℓ2
PA − 2ΠA

by Condition 7.1. Since PA − 2ΠA = 2SA −PA it follows

d ∧ g1 = 2SA −
(
2− 1

τℓ2
)
PA − Γ ,

that is (3.9).

In the following we give applications to the residual inequality (3.8) where first we use a
connection between SA and g1. This connection leads to the belief that the Du term and
the d ′ term in the residual inequality have to be considered together as one term, and
here it is given as quadratic form. Suppose S and g1 are given in the form

S = Ŝ(ϱ, ε, d,Dd, d
′
,D)

:= µ1

(
d·D0d

)
d⊗d+

(
µ2d⊗d

′
+ µ3d

′⊗d
)
+ µ4D0 + ν(divv) Id

+
(
µ5d⊗(D0d) + µ6(D0d)⊗d

)
,

g1 = ĝ1(ϱ, ε, d,Dd, d
′
,D0) := λ1d

′
+ λ2D0d ,

where D := (Dv)S and D0 = D − 1
3
( divv) Id.

(3.10)
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Here the coefficients µk, k = 1, . . . , 6, and λk, k = 1, 2, and ν are objective scalars and
can be functions of (ϱ, ε, d,Dd, d ′

,D). This defines the stress tensor S as objective tensor
and these definitions are the compressible generalisations of the definitions in Ericksen
[9 : (13)] and later in Chandrasekhar [3 : (3.1.36) and (3.1.37)]. The assumptions (3.11) on
the coefficients one can find in Ericksen [9 : (9) and (10)] and Chandrasekhar [3 : (3.1.34)]
and in I.Müller [22 : (10.65)].

3.5 Lemma. Suppose S and g1 are given as in (3.10) with general coefficients λk, µk and
ν. Then under the condition

λ1 = µ2 − µ3 , λ2 = µ5 − µ6 , (3.11)
it holds

2SA − d ∧ g1 = 0 .

Proof. Due to d ∧ d ′
= 2(d⊗d ′

)
A one gets

2SA = 2(µ2 − µ3)(d⊗d
′
)
A
+ 2(µ5 − µ6)(d⊗D0d)

A

= (µ2 − µ3) d ∧ d
′
+ (µ5 − µ6) d ∧ D0d = d ∧ g1 .

We now compute the quadratic form in the entropy production, where we mention that
the assumptions (3.10) have been made so that the term σg := (Dv)S··SS + 2τℓ2d

′·g1 of
the entropy production has this quadratic form.

3.6 Theorem. Assume S and g1 are given as in (3.10) with the constraint (3.11) and
assume Γ = 0. Then the residual inequality reads

0 ≤ σ = η ′ε

(
(Du)S··SS + 2τℓ2d

′·g1)+∇η ′ε·q
= η ′ε

(
νV2 + ℓ2(µ1ℓ

2 + µ5 + µ6)VΛ11 +
(
µ4 + ℓ2(µ1ℓ

2 + µ5 + µ6)
)
Λ2

11

+µ4(Λ
2
22 + Λ2

33 + 2Λ2
32) + (2µ4 + ℓ2(µ5 + µ6))Λ

2
31

+2τℓ2λ1T
2 + ℓ(µ2 + µ3 + 2τℓ2λ2)TΛ21 + (2µ4 + ℓ2(µ5 + µ6))Λ

2
21

)
+∇η ′ε·q

(3.12)
with V := divv and T := |d ′ | and Λkl := ek·D0el, where {e1, e2, e3} is an orthonormal
moving frame of R3 with d = ℓe1 and d

′
= |d ′ |e2 = Te2 if T 6= 0 and e3 = e1×e2.

Proof. Of course D0 = D − V Id with D0··Id = 0. This said, the residual inequality (3.8)
becomes, because of lemma 3.5 and Γ = 0,

0 ≤ σ = η ′ε (Dv)
S··SS +∇η ′ε·q + 2τℓ2η ′εd

′·g1 . (3.13)
We are interested into the first and last term. Since

D0··d⊗d = d·D0d ,

D0··(d⊗d ′
)
S
= d

′·D0d ,

D0··(d⊗D0d
)S

=
∣∣D0d

∣∣2 ,
VId··SS = V · trace (SS) = νV2 +V(µ1ℓ

2 + µ5 + µ6) d·D0d ,

|D0|2 =
∑
k,l

Λ2
kl = Λ2

11 + Λ2
22 + Λ2

33 + 2(Λ2
21 + Λ2

32 + Λ2
31) ,
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we obtain, without the multiplication by η ′ε,

σg := (Dv)S··SS + 2τℓ2d
′·g1 = (D0 +VId)··SS + 2τℓ2d

′·g1
= µ1|d·D0d|2 + (µ2 + µ3) d

′·D0d+ µ4|D0|2

+νV2 + (µ1ℓ
2 + µ5 + µ6)V d·D0d+ (µ5 + µ6)|D0d|2

+2τℓ2
(
λ1|d

′ |2 + λ2 d
′·(D0d)

)
= ℓ4µ1|e1·(D0e1)|2 + µ4|D0|2

+νV2 + (µ1ℓ
2 + µ5 + µ6)ℓ

2V e1·D0e1 + ℓ2(µ5 + µ6)|D0e1|2

+2τℓ2λ1T
2 + ℓ(µ2 + µ3 + 2τℓ2λ2)T e2·(D0e1)

= ℓ4µ1Λ
2
11 + µ4

(
Λ2

11 + Λ2
22 + Λ2

33 + 2(Λ2
21 + Λ2

32 + Λ2
31)
)

+νV2 + ℓ2(µ1ℓ
2 + µ5 + µ6)VΛ11 + ℓ2(µ5 + µ6)(Λ

2
11 + Λ2

21 + Λ2
31)

+2τℓ2λ1T
2 + ℓ(µ2 + µ3 + 2τℓ2λ2)TΛ21 .

The entropy principle says 0 ≤ σ = η ′εσg +∇η ′ε·q where σg has the asserted form in the
variables (T,Λ,V).

For the coefficients in definition (3.10) the following is true under the assumption that
the part σg ≥ 0.

3.7 Lemma. Assume S and g1 are given as in (3.10) with constraint (3.11). Assume
further that (like the entropy) the coefficients µk, k = 1, . . . , 6, and λk, k = 1, 2, and ν
are functions of (ϱ, ε, d,Dd). Then if σg ≥ 0 for all solutions this implies the inequalities

µ4 ≥ 0 , ν ≥ 0 , λ1 ≥ 0 ,(
µ4 + ℓ2(µ1ℓ

2 + µ5 + µ6) ≥ 0 , 2µ4 + ℓ2(µ5 + µ6) ≥ 0 ,
)

4ν(µ4 + ℓ2(µ1ℓ
2 + µ5 + µ6)) ≥ ℓ4(µ1ℓ

2 + µ5 + µ6)
2 ,

8λ1(2µ4 + ℓ2(µ5 + µ6)) ≥ (µ2 + µ3 + 2ℓ2λ2)
2 ,

have to be satisfied. The second line is redundant if ν > 0 and λ1 > 0.
Addition: If in addition q = q̂(ϱ, ε, d,Dd,∇ϱ,∇ε) then the entropy principle σ ≥ 0 is
always satisfied if and only if always σg ≥ 0 and ∇η ′ε·q ≥ 0.

Proof. The coefficients λ, µ, and ν are independent of (T,Λ,V). First of all the terms
with T2, Λ2

kl, and V2 must have nonnegative coefficients. Second and last there are two
quadratic forms in (V,Λ11) and (T,Λ21) which have to be nonnegative. Therefore the
corresponding symmetric matrices must have a nonnegative determinant. These are the
inequalities. This is true, if Γ = 0. With σq := ∇η ′ε·q we then get that σ = η ′εσg + σq is
always greater or equal to 0 if (and only if) always σg ≥ 0 and σq ≥ 0.

Now we treat the case, that the heat is coupled to the spin. In the following application
this coupling lets all the three terms in the entropy production (3.8) depend on each other,
that is, SA and q and g1 are related one to another. This application requires that we are
in a neighbourhood where θ instead of ε is the independent variable, that is

θ · η ′ε(ϱ, ε, d,Dd) = 1 and η is a concave function of ε.
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Then we assume

S = Ŝ(ϱ, θ,∇θ, d,Dd, d ′
,D)

:= µ1(d·D0d)d⊗d+
(
µ2d⊗d

′
+ µ3d

′⊗d
)
+ µ4D0 + ν(divv) Id

+
(
µ5d⊗(D0d) + µ6(D0d)⊗d

)
+
(
µ7d⊗(d×∇θ−1) + µ8(d×∇θ−1)⊗d

)
,

q = q̃(ϱ, θ,∇θ, d,Dd, d ′
,D)

:= θ−1
(
κ1∇θ−1 + κ2(d·∇θ−1) d+ κ3d×d

′
+ κ4d×(D0d)

)
,

g1 = ĝ1(ϱ, θ,∇θ, d,Dd, d
′
,D) := λ1d

′
+ λ2D0d+ λ3d×∇θ−1 .

(3.14)

Here the coefficients µk, k = 1, . . . , 8, and κk, k = 1, . . . , 4, and λk, k = 1, 2, 3, and ν are
objective scalars and can be functions of (ϱ, θ,∇θ, d,Dd, d ′

,D). This defines S as objective
tensor and q as objective vector, and these definitions are the compressible generalisations
of the definitions in Leslie [18 : (41)], where the κk terms are normalised differently. In
[22 : (10.62)4] I.Müller has defined the heat flux (in our notation)

q = −κ̃1∇θ − κ̃2(d·∇θ) d (κ̃l = θ−3 κl) ,

hence the rest terms are both zero. The assumptions (3.15) on the coefficients one can
find in Leslie [18 : (42)].

3.8 Lemma. Suppose S, q and g1 are given as in (3.14) with general coefficients λk, κk,
µk, and ν. If

λ1 = µ2 − µ3 , λ2 = µ5 − µ6 , λ3 = µ7 − µ8 , (3.15)
it holds

2SA − d ∧ g1 = 0 .

Proof. Due to the rule a⃗ ∧ b⃗ = 2
(
a⃗⊗b⃗

)A
for a⃗, b⃗ ∈ R3 we have that

2SA = 2(µ2 − µ3)(d⊗d
′
)
A
+ 2(µ5 − µ6)(d⊗(D0d))

A
+ 2(µ7 − µ8)(d⊗(d×∇θ−1))

A

= (µ2 − µ3)d ∧ d
′
+ (µ5 − µ6)d ∧ (D0d) + (µ7 − µ8)d ∧ (d×∇θ−1)

= d ∧
(
λ1d

′
+ λ2D0d+ λ3d×∇θ−1

)
= d ∧ g1 .

The entropy inequality becomes in this case totally a quadratic form.

3.9 Theorem. Assume (3.14) is given with the constraint (3.15) and assume Γ = 0. Then
the residual inequality is a quadratic form in (T,Λ,V,Θ) and reads

0 ≤ θσ = (Du)S··SS + 2τℓ2d
′·g1 + θ∇θ−1·q

=
(
νV2 + ℓ2(µ1ℓ

2 + µ5 + µ6)VΛ11 + (µ4 + ℓ2(µ1ℓ
2 + µ5 + µ6))Λ

2
11

+µ4

(
Λ2

22 + Λ2
33 + 2Λ2

32

)
+ (2µ4 + ℓ2(µ5 + µ6))Λ

2
31

+2τℓ2λ1T
2 + ℓ(µ3 + µ4 + 2τℓ2λ2)TΛ21 + (2µ4 + ℓ2(µ5 + µ6))Λ

2
21

)
+
(
(κ1 + ℓ2κ2)|Θ1|2 + κ1

(
|Θ2|2 + |Θ3|2

)
+ (κ3 − 2τℓ2λ3)ℓTΘ3

+(κ4 − (µ7 + µ8))ℓ
2(Θ3Λ21 −Θ2Λ31)

)
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where Θk := ek·∇θ−1 and T, V and Λij as in Theorem 3.6.

The terms in the first big paranthesis are those which were there already in Theorem 3.6,
the additional terms are the terms in the last big paranthesis.
Proof. We only treat the terms containing the Θk variables, since the other terms are
already contained in the proof of Theorem 3.6. Let us first consider the g1 term

2τℓ2d
′·g1 = 2τℓ2λ1|d

′ |2 + 2τℓ2λ2d
′·(D0d) + 2τℓ2λ3d

′·(d×∇θ−1) .

For the last summand we get

d×d ′
= ℓTe1×e2 = ℓTe3 hence (d×d ′

)·∇θ−1 = ℓTΘ3 ,

thus 2τℓ2λ3d
′·(d×∇θ−1) = −2τℓ2λ3∇θ−1·(d×d ′

) = −2τℓ3λ3TΘ3 .

Now we consider the q term

θ∇θ−1·q = κ1|∇θ−1|2 + κ2|∇θ−1·d|2
+κ3∇θ−1·(d×d ′

) + κ4∇θ−1·(d×(D0d)) .

It is easily to see that

κ1|∇θ−1|2 + κ2|∇θ−1·d|2 = (κ1 + ℓ2κ2)|Θ1|2 + κ1(|Θ2|2 + |Θ3|2) ,

and further

d×d ′
= ℓTe1×e2 = ℓTe3 thus κ3(d×d

′
)·∇θ−1 = κ3ℓTΘ3 ,

d×(D0d) = ℓ2e1×(D0e1) = ℓ2e1×(Λ21e2 + Λ31e3) = ℓ2
(
Λ21e3 − Λ31e2)

)
,

thus κ4(d×(D0d))·∇θ−1 = κ4ℓ
2(Θ3Λ21 −Θ2Λ31) .

So together we obtain

θ∇θ−1·q = (κ1 + ℓ2κ2)|Θ1|2 + κ1(|Θ2|2 + |Θ3|2)
+κ3ℓTΘ3 + κ4ℓ

2(Θ3Λ21 −Θ2Λ31) .

Finally we consider the S term. The symmetric part of the stress tensor reads

SS = µ1(d·D0d)d⊗d+ (µ2 + µ3)
(
d⊗d ′)S

+ µ4D0 + ν(divv)Id

+(µ5 + µ6)
(
d⊗(D0d)

)S
+ (µ7 + µ8)

(
d⊗(d×∇θ−1)

)S
.

For all terms except the last summand on the right-hand side, we have calculated the
scalar product with (Du)S in the proof of Theorem 3.6. Now we treat the last summand.
Using (Du)S = (Dv)S = D0 + (divv)Id we compute defining µ := µ7 + µ8

µ(Du)S··((d×∇θ−1)⊗d
)S

= µℓ2 (Dv)S··((e1×∇θ−1)⊗e1)
= µℓ2((D0 + (divv)Id)e1)·(e1×(Θ2e2 +Θ3e3))

= µℓ2(D0e1)·(e1×(Θ2e3 −Θ3e2)) = µℓ2(Θ2Λ31 −Θ3Λ21) .

Combining these terms with the proof of Theorem 3.6 we get the assertion.
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Reordering the terms of θσ gives one 3x3 matrix, two 2x2 matrices, and four single values:

0 ≤ θσ = (Du)S··SS + 2τℓ2d
′·g1 + θ∇θ−1·q

=
(
νV2 + ℓ2(µ1ℓ

2 + µ5 + µ6)VΛ11 + (µ4 + ℓ2(µ1ℓ
2 + µ5 + µ6))Λ

2
11

)
+µ4

(
Λ2

22 + Λ2
33 + 2Λ2

32

)
+
(
κ1|Θ2|2 − ℓ2(κ4 − (µ7 + µ8))Θ2Λ31 + (2µ4 + ℓ2(µ5 + µ6))Λ

2
31

)
+(κ1 + ℓ2κ2)|Θ1|2

+
(
2τℓ2λ1T

2 + ℓ(µ3 + µ4 + 2τℓ2λ2)TΛ21 + (2µ4 + ℓ2(µ5 + µ6))Λ
2
21

+κ1|Θ3|2 + ℓ(κ3 − 2τℓ2λ3)TΘ3 + ℓ2(κ4 − (µ7 + µ8))Θ3Λ21

)
(3.16)

If the indicated matrices in (3.16) are positive semidefinite, then the entropy production
σ is nonnegative. We write this fact as lemma.

3.10 Lemma. Let S, g1 and q be given by (3.14) as in the Theorem 3.9 and assume Γ = 0.
Further assume that µk for k = 1, . . . , 8, λk for k = 1, . . . , 3, κk for k = 1, . . . , 4 and ν are
functions of (ϱ, θ, d,Dd). Then σ ≥ 0 for all solutions is equivalent to the inequalities

µ4 ≥ 0 , κ1 + ℓ2κ2 ≥ 0 ,[
2(µ4 + ℓ2(µ1ℓ

2 + µ5 + µ6)) ℓ2(µ1ℓ
2 + µ5 + µ6)

ℓ2(µ1ℓ
2 + µ5 + µ6) 2ν

]
≥ 0 ,[

2(2µ4 + ℓ2(µ5 + µ6)) −ℓ2(κ4 − (µ7 + µ8))
−ℓ2(κ4 − (µ7 + µ8)) 2κ1

]
≥ 0 , 4τℓ2λ1 ℓ(µ3 + µ4 + 2τℓ2λ2) ℓ(κ3 − 2τℓ2λ3)

ℓ(µ3 + µ4 + 2τℓ2λ2) 2(2µ4 + ℓ2(µ5 + µ6)) ℓ2(κ4 − (µ7 + µ8))
ℓ(κ3 − 2τℓ2λ3) ℓ2(κ4 − (µ7 + µ8)) 2κ1

 ≥ 0 .

Proof. This is because all coefficients do not depend on (T,Λ,V,Θ).

This is the same as one can find in Leslie [18 : (35) and (44) or pp.13-15]. His equation
(35) is based on the heat flux in equation (33), which depends only on κ1 and κ2 (as
I.Müller in [22 : (10.62)4]), and his equation (44) is the statement on a 3x3 matrix, which
is exactly our 3x3 matrix.

4 Auxiliary lemmata
We take a vector b with the following transformation rule

b◦Y = Qb∗ , (4.1)

where Y is the transformation between the observer with coordinates (t, x) and another
observer with coordinates (t∗, x∗). The transformation has the form[

t
x

]
= Y

([
t∗

x∗

])
=

[
t∗ + a

X(t∗, x∗)

]
=

[
t∗ + a

Q(t∗)x∗ + b(t∗)

]
(4.2)
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with an orthogonal matrix Q having determinant 1 and an objective vector b. We denote
by Ẋ etc. the time derivative w.r.t. t∗. It follows by differentiating the formula (4.1) the
following well known lemma.

4.1 Lemma. It is (Db)◦Y = QDb∗QT, that is, Db is an objective matrix. This result
applies to the director d.

Proof. From (4.1) it follows ∂x∗
j
(b◦Y ) = ∂x∗

j
(Qb∗) = Q∂x∗

j
b∗ and from the chain rule

∂x∗
j
(b◦Y ) =

∑
i≥1

(∂xi
b)◦Y ·Qij .

Therefore ∑
i≥1

(∂xi
b)◦Y ·Qij = Q∂x∗

j
b∗ (4.3)

which gives the result.

4.2 Lemma. We get the following transformation rules for
◦
b.

(1)
◦
b◦Y = Q̇b∗ +Q

◦
b∗.

(2) D
(◦
b
)
◦Y = Q̇Db∗QT +QD

( ◦
b∗
)
QT.

These results apply to the director d.

Proof (1). From (4.1) we obtain by differentiating w.r.t. t∗ and x∗j

Q̇b∗ +Q∂t∗b
∗ = ∂t∗(Qb

∗) = ∂t∗(b◦Y ) = (∂tb)◦Y +
∑
i≥1

(∂xi
b)◦Y · Ẋi ,

Q∂x∗
j
b∗ =

∑
i≥1

(∂xi
b)◦Y ·Qij for j ≥ 1 by (4.3),

vi◦Y = Ẋi +
∑
j≥1

Qijv
∗
j for i ≥ 1,

so by taking the sum of the first line and the second line multiplied by v∗j we obtain

Q̇b∗ +Q
(
∂t∗b

∗ +
∑
j≥1

v∗j∂x∗
j
b∗
)
= (∂tb)◦Y +

∑
i≥1

(∂xi
b)◦Y · vi◦Y ,

hence Q̇b∗ +Q
◦
b∗ =

◦
b◦Y .

Proof (2). We compute using (1)∑
j

(
◦
bi) ′j◦Y ·Qjj̄ = (

◦
bi◦Y ) ′j̄

=
∑̄
i

(
Q̇īib

∗
ī +Qīi

◦
b∗ ī
)

′j̄
=
∑̄
i

(
Q̇īib

∗
ī ′j̄ +Qīi

◦
b∗ ī ′j̄

)
,

hence for all i, j
(
◦
bi) ′j◦Y =

∑̄
i,j̄

Q̇īiQjj̄b
∗
ī ′j̄ +

∑̄
i,j̄

QīiQjj̄

◦
b∗ ī ′j̄
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or in matrix notation

(D
(◦
b
)
)◦Y = Q̇Db∗QT +QD

( ◦
b∗
)
QT .

4.3 Lemma. Let Gb for any b with (4.1) be a vector satisfying Gb◦Y = Q̇b∗ +QG∗
b∗ and

let B be any antisymmetric matrix satisfying B◦Y = Q̇QT +QB∗QT. Then

(1)
◦
b−Gb is an objective vector.

(2)
◦
b− Bb is an objective vector.

(3) D
(◦
b
)
− BDd is an objective matrix.

These results apply to the director d. In (2) one chooses B = Aξ, that is

d
′
:=

◦
d− Aξd is an objective vector. (4.4)

Therefore one can apply (1) to d ′ and Gd′ = Aξd
′ which gives

d
′′
:=

◦
d

′ − Aξd
′ is an objective vector. (4.5)

Proof (1). To prove (1) we compute using 4.2(1)

(
◦
b−Gb)◦Y =

◦
b◦Y −Gb◦Y = Q̇b∗ +Q

◦
b∗ − Q̇b∗ −QG∗

b∗ = Q(
◦
b∗ −G∗

b∗) ,

hence
◦
b−Gb is an objective scalar.

Proof (2). Set Gb := Bb. Then it follows that

(Bb)◦Y = (Q̇QT +QB∗QT)Qb∗ = Q̇b∗ +Q(B∗b∗) ,

the rule for Gb. Thus (1) can be applied.

Proof (3). For the proof of (3) we use 4.2(2)

D
( ◦
d
)
◦Y = Q̇Db∗QT +QD

( ◦
b∗
)
QT .

Using 4.1 we combine this with

(BDb)◦Y = (Q̇QT +QB∗QT)QDb∗QT = Q̇Db∗QT +QB∗Db∗QT ,

and we obtain that the difference D
(◦
b
)
− BDd is objective.

Proof of rest. We take for Aξ the transformation formula (5.3), which is the transformation
fomula of B, and compute with (4.1)

(Aξb)◦Y = (Q̇QT +QA∗
ξQ

T)Qb∗ = Q̇b∗ +Q(A∗
ξb

∗)

which is the transformation formula of Gb.
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5 Spin equation
We start with the usual conservation for mass and momentum

∂tϱ+ div(ϱv) = 0 ,

∂t(ϱv) + div(ϱvvT +Π) = f ,
(5.1)

where Π is a general matrix including nonsymmetric parts. We define the orbital angular
momentum L = r ∧ p by a matrix consisting of the relative position r = x − ξ and the
relative momentum p = ϱ(v − ξ̇), where t 7→ ξ(t) is the reference orbit, that is

L = (x− ξ) ∧ ϱ(v − ξ̇) .

For the reference orbit not only the position ξ(t) is required, but also how it (by which
we mean the virtual observer) turns around its body (see [1 : II.6.2]), or equivalently, he
as observer is turning with his body.

5.1 The virtual body. The antisymmetric matrix t 7→ Aξ(t) describes the velocity of
the virtual body, including its rotation, and is given by

vξ(t, x) := ξ̇(t) + Aξ(t)(x− ξ(t)) . (5.2)

This means Dvξ = Aξ and that Aξ satisfies the transformation formula

Aξ◦Y = Q̇QT +QA∗
ξQ

T (5.3)

as derivative of a velocity. The speed of this body in space is t 7→ ξ̇(t) = vξ(t, ξ(t)).

For the orbital angular momentum there holds the following equation, which follows
directly from the mass-momentum system (5.1) (one can find this in all physics books
where Π is not assumed to be symmetric)

∂tL + div
(
L vT + (x− ξ) ∧ Π

)
= −2ΠA + (x− ξ) ∧

(
f − ϱξ̈

)
. (5.4)

This is the reason for the following definition of the angular momentum J (see Grad
[14 : (4.13)] (L ; M , Π ; P ) and DeGroot & Mazur [4 : Chap.XII §1(3)] and Alt
[1 : (II 6.12)])

∂tJ + div(J vT + Σ̃) = Γ̃ ,

Σ̃ =
(
Σ̃klj

)
k,l,j=1,2,3

, Γ̃ =
(
Γ̃kl

)
k,l=1,2,3

,
(5.5)

and J satisfies the transformation rule

J ◦Y = ϱ∗(Q(x∗ − ξ∗)) ∧ (Q̇(x∗ − ξ∗)) +QJ ∗QT ,

which is the rule that holds for L . The spin is defined by S = J − L , i.e. it sat-
isfies the difference of (5.5) and (5.4), which is the spin balance equation (see Grad
[14 : (4.14)] (S ; µ, Σ ; Q, Π ; P ) and DeGroot & Mazur [4 : Chap.XII §1(8)] and
Alt [1 : (II 6.15)])

∂tS + divx(S vT + Σ) = 2ΠA + Γ , (5.6)
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where
Σ̃ = (x− ξ) ∧ Π+ Σ (Σ couple stress density),
Γ̃ = (x− ξ) ∧ (f − ϱξ̈) + Γ (Γ intrinsic body couple density).

(5.7)

The transformation rule for the spin S is therefore the difference of the transformation
rules for J and L , which is

S ◦Y = QS ∗QT . (5.8)
that is, the spin S is an objective tensor satisfying the spin balance equation (5.6). This
equation we write

∂tS + divx(S vT + Σ) = H with H := 2ΠA + Γ . (5.9)

We mention that this equation satisfies the invariance principle for different observers, see
[1 : (I 5.13)], which means, that S satisfies the transformation rule (5.8) and (after some
computation) the following rules

Σkli◦Y =
∑̄
k,l̄,j

QijQkk̄Qll̄ Σ
∗
k̄l̄j ,

Hkl◦Y =
∑̄
k,l̄

(Qkk̄Qll̄)
. S ∗

k̄l̄ +
∑̄
k,l̄

Qkk̄Qll̄ H
∗
k̄l̄ .

We mention that then the equation holds for all observers. As consequence of the trans-
formation rule the right side of H can be split into H = H0 + H, where H0 satisfies the
transformation rule of H and H is an objective tensor, that is

H = H+H0 where H◦Y = QH
∗
QT . (5.10)

A good choice of H0 is given by

H0 := BS + S BT , B = Aξ . (5.11)

5.2 Lemma. H0 has the transformation rule of H and S··H0 = 0. Therefore

S··H = S··H .
Proof. Here B can be any tensor with transformation rule as Aξ, that is,

B◦Y = Q̇QT +QB∗QT .

Then from (5.11) and (5.8)

H0◦Y = B◦Y QS ∗QT +QS ∗QT (B◦Y )T

= (B◦Y Q)S ∗QT +QS ∗ (B◦Y Q)T

= (Q̇+QB∗)S ∗QT +QS ∗ (Q̇+QB∗)
T

= Q̇S ∗QT +QS ∗ Q̇
T
+QH0∗QT ,

the assertion on transformation rule for H0. And

S··H0 = S··(BS ) + S··(S BT) = B··(S ST +ST S ) = 0

since B is antisymmetric and S ST +ST S is symmetric.
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In many cases the spin is given so that one can define the specific spin S sp by S = ϱS sp

and therefore H0 = ϱΓ0 with

Γ0 := BS sp + S spBT , B = Aξ . (5.12)

Then, because of the particular mass equation, the reduced spin equation reads

ϱ(
◦

S sp − Γ0) + divxΣ = H , (5.13)

where H = H+ ϱΓ0 and

2ΠA + Γ = H with Γ = ϱΓ0 + Γ . (5.14)

Equation (5.13) is the mostly used form of the reduced spin equation. The equation for
the antisymmetric part ΠA is then (5.14).

Specific choice of the spin
We now come to a specific choice for the spin. As often explained in the literature, see for
example [22 : 10.1.1 Equation of motion of rigid rods], the spin contains a director d ∈ R3

with |d| = ℓ = const > 0, which is an objective vector d◦Y = Qd∗, and has the form

S sp := d ∧ Ad , where A is antisymmetric (5.15)

and an objective matrix, i.e. A◦Y = QA∗QT (see [1 : (IV 17.11)]). Hence S , as it should
be, satisfies (5.8), that is, is an objective tensor. This form of the representation of S
is known in literature and it is a first approximation of a real material. In literature the
specific spin S sp in this case is usually denoted by d ∧

◦
d, but this is not correct for an

observer independent description as explained above, where S sp has to be an objective
tensor. Now

◦
d transforms with

◦
d◦Y = Q̇d∗+Q

◦
d∗ by 4.2(1), therefore

◦
d is not an objective

vector, and our final claim (see Addendum 5.4) is that

S sp = d ∧ d ′
, d

′
:=

◦
d− Aξd , (5.16)

where Aξ is the antisymmetric matrix from 5.1. Then the following is true.

5.3 Lemma. d ′ is an objective vector and the spin S defined by (5.16) therefore is an
objective matrix.

Proof. d ′ is an objective vector by (4.4). Hence d ∧ d ′ satisfies

(d ∧ d ′
)◦Y = (Qd∗) ∧ (Qd∗

′
) = Q(d∗ ∧ d∗

′
)QT ,

this gives that S defined by (5.16) is an objective matrix.

We have still to clarify why the formula (5.16) does not contradict the original represen-
tation of the spin in (5.15).
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5.4 Addendum. In addition to 5.3 there is an antisymmetric and objective matrix A
such that d ′

= Ad. Hence the spin S sp = d ∧ d ′ in (5.16) is of the form (5.15).

Proof. Because |d| = ℓ = const we have 0 = (|d|2) ◦ = 2d·◦
d hence

◦
d is perpendicular to d.

By an algebraic computation (d×
◦
d)×d = d·d ◦

d− d·◦
d d = ℓ2

◦
d, therefore

◦
d = ωωω×d = R(−ωωω)d

with ωωω :=
1

ℓ2
d×

◦
d and R

( q1q2
q3

) :=

 0 q3 −q2
−q3 0 q1
q2 −q1 0

 .

Since d is an objective vector we have proved the transformation rule
◦
d◦Y = Q̇d∗ +Q

◦
d∗,

see 4.2(1). This implies that

ωωω◦Y =
1

ℓ2
(Qd∗)×(Q̇d∗ +Q

◦
d∗) =

1

ℓ2
(Qd∗)×(Q̇d∗) +Qωωω∗ .

Now with d̃ := Qd∗ and B̃ := Q̇QT and ã :=R−1 (−B̃) by an algebraic computation

(Qd∗)×(Q̇d∗) = d̃×(Q̇QT d̃) = d̃×(B̃d̃) = d̃×(ã×d̃)

= d̃·d̃ ã− ã·d̃ d̃ = ℓ2R−1 (−B̃)−R−1 (−B̃)·d̃ d̃ ,
which gives

ωωω◦Y =R−1 (−Q̇QT)− 1

ℓ2
R−1 (−Q̇QT)·d̃ d̃+Qωωω∗ . (5.17)

In order to get the correct transformation formula we have to add a multiple λ of d to ωωω

ω̃ := ωωω + λd ,

where ωωω by definition is orthogonal to d, therefore the inhomogeneous term in (5.17) is
the projection of R−1 (−Q̇QT) onto the space orthogonal to d̃ = Qd∗ = d◦Y . Since

(λd)◦Y = (λ◦Y − λ∗)d̃+Q(λ∗d∗)

we can choose the λ for the observers so that‡

λ◦Y =
1

ℓ2
(
R−1 (−Q̇QT)

)·(Qd∗) + λ∗ ,

that is, λ is chosen equal to 0 for a specific observer and then by this formula for all other
observers. Therefore

(λd)◦Y =
1

ℓ2
(
R−1 (−Q̇QT)

)·d̃ d̃+Q(λ∗d∗) . (5.18)

Adding the two equations (5.17) and (5.18) we get

ω̃◦Y =R−1 (−Q̇QT) +Qω̃∗

‡This transformation formula satisfies the associative law
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and applying the linear map R to this equality leads to

R(−ω̃)◦Y = Q̇QT +R(−Qω̃∗) = Q̇QT +QR(−ω̃∗)QT .

So defining Ad = R(−ω̃) gives

Ad◦Y = Q̇QT +QA∗
d∗Q

T , (5.19)

the wanted transformation formula for Ad, and we have

◦
d = ωωω×d = (ω̃ − λd)×d = ω̃×d = R(−ω̃)d = Add .

With this it is easy to define A := Ad −Aξ which then satisfies d ′
=

◦
d−Aξd = Ad. Now

Aξ satisfies (5.3) which is the same as (5.19), therefore A is an objective matrix.

We now let S sp = d ∧ d ′ as in (5.16) and obtain

5.5 Lemma. Using (5.16) we get for the time term

◦
S sp − Γ0 = d ∧ d ′′

,

where d ′′
=

◦
d

′ − Aξd
′ is an objective vector by (4.5).

Proof. It is(
d ∧ d ′

)
◦
=

◦
d ∧ d ′

+ d ∧
◦
d

′
= (d

′
+ Aξd) ∧ d

′
+ d ∧ (d

′′
+ Aξd

′
)

= (Aξd) ∧ d
′
+ d ∧ (Aξd

′
) + d ∧ d ′′

= Aξ(d ∧ d
′
) + (d ∧ d) ′

Aξ
T + d ∧ d ′′

= AξS
sp + S spAξ

T + d ∧ d ′′
= Γ0 + d ∧ d ′′

,

hence
◦

S sp − Γ0 = d ∧ d ′′ .

We now use special terms for Σ and H as they occured in the theory of Ericksen & Leslie.

5.6 Lemma. The reduced spin equation (5.13) with S sp = d ∧ d ′ and the identities

Σ = d ∧ π , H = d ∧ g +
∑

j∂jd ∧ π•j , (5.20)

where π is an objective matrix and g an objective vector, is equivalent to

d ∧ (ϱd
′′
+ divπ − g) = 0 , (5.21)

in other words
ϱd

′′
+ divπ − g ∈ span {d} . (5.22)

Remark: Hence the director equation (6.1) is true for some real valued function λ.



370

Proof. We obtain using the identity (5.13) and the previous lemma 5.5

ϱ(
◦

S sp − Γ0) + divΣ = ϱ d ∧ d ′′
+ divΣ

= d ∧ (ϱd
′′
) + div(d ∧ π) = d ∧ (ϱd

′′
) +

∑
j

∂j(d ∧ π•j)

= d ∧ (ϱd
′′
+ divπ) +

∑
j

(∂jd) ∧ π•j

and
H = d ∧ g +

∑
j

∂jd ∧ π•j ,

Therefore the spin equation, i.e. the equality of the left sides

ϱ(
◦

S sp − Γ0) + divΣ = H ,

is equivalent to the equality of the right sides

d ∧ (ϱd
′′
+ divπ) = d ∧ g .

This is equivalent to
d ∧ (ϱd

′′
+ divπ − g) = 0 ,

which is equivalent to the assertion.

6 Director equation
The purpose of this chapter is to give an independent definition of the director equation
and show its connection with the spin equation. The director equation is of the form

∂t(ϱd
′
) + div(ϱd ′

vT + π) = gλ + ϱG

gλ := g + λd with a real valued function λ,
(6.1)

where d ′
:=

◦
d− Aξd is an objective vector by (4.4), i.e.

d
′◦Y = Qd∗

′
. (6.2)

Moreover the definition says, see the invariance principle [1 : (I 5.13)], that the test func-
tions of this equation transform with ζ∗ =QT ζ◦Y . This is true if π is an objective tensor
and

G◦Y = Q̇d
′
+QG∗ (6.3)

and the rest gλ is an objective vector.

6.1 Lemma. The equation (6.1) is equivalent to

ϱd
′′
+ divπ = gλ (6.4)

where d ′′
:=

◦
d

′ − G is an objektive vector by 4.3(1) (with b = d
′ and Gb = G) if (6.3)

holds. This is a more general definition of d ′′ than (4.5).
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Reference: The equation (6.4) is important in the Ericksen-Leslie theory, see Ericksen
[7 : (2.11)] without π and Leslie [17 : (3.7)] (π ; −π), and for the incompressible case in
Chandrasekhar [3 : (3.1.9)]. The term g is called the “intrinsic director body force”.
Proof. We have that with the mass equation of (5.1)

∂t(ϱd
′
) + div(ϱd ′

v) = ϱ
◦
d

′
= ϱ(d

′′
+G)

hence (6.1) becomes

0 = ∂t(ϱd
′
) + div(ϱd ′

v + π)− (gλ + ϱG) =

= ϱ(d
′′
+G) + divπ − (gλ + ϱG) = ϱd

′′
+ divπ − gλ .

In this paper we have assumed a reduced spin equation (2.2)

ϱ
◦

S sp + divΣ = H with S sp = d ∧ d ′
, (6.5)

where by (5.10) the right side H is equal to H = H0 +H with (5.11)

H0 = ϱ(AξS sp + S spAξ
T) = ϱ

(
(Aξ(d ∧ d

′
) + (d ∧ d ′

)Aξ
T
)

= ϱ
(
(Aξd) ∧ d

′
+ d ∧ (Aξd

′
)
)
.

(6.6)

We show now that (6.1) implies (6.5) for certain Σ and H.

6.2 Lemma. The following is equivalent:

(1) The director equation (6.1) with G = Aξd
′ for a function λ.

(2) The reduced spin equation (6.5) with

S = ϱ d ∧ d ′ and Σ = d ∧ π and H = d ∧ g +
∑
j

∂jd ∧ π•j . (6.7)

And the following holds as consequence: If to the reduced spin equation one adds

2ΠA + Γ = H = d ∧ g +
∑
j

∂jd ∧ π•j (6.8)

one gets the spin equation, see (5.9). Equivalently, one takes the director equation for
some function λ and adds (6.8) as additional equation.

We see that the (full) spin equation, given as (6.7), contains all information needed for
this model of liquid crystals.
Reference: The equation (6.8) one finds in Leslie [17 : (3.10)] (−πT ; π, Γ = 0), what
he gets from objectivity considerations about the internal energy equation, and for the
incompressible case in Chandrasekhar [3 : (3.1.10)] (−πT ; π, Γ = 0), what he gets from
the conservation of angular momentum together with the director equation.
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Proof of the equivalence. The definition G = Aξd
′ implies the transfromation rule (6.3)

which has to be satisfied. The spin equation reads by (5.13) with definition (5.12)

ϱ
◦

S sp + divΣ = H = ϱΓ0 +H ,

where by 5.5
◦

S sp − Γ0 = d ∧ d ′′
.

Assume (1). To show (2) we compute by the director equation (6.4)

ϱ
◦

S sp − ϱΓ0 + divΣ = d ∧ (ϱd
′′
) + divΣ

= d ∧ gλ − d ∧ divπ + divΣ
= d ∧ g +

∑
j

∂jd ∧ π•j + div(Σ− d ∧ π) = H ,

since we assume the identities for Σ and H in (2). Hence the spin equation is fulfilled.
Now assume (2). To show (1) we obtain using the identity for

◦
S sp from above and the

formula of Σ
H = ϱ

◦
S sp + divΣ = ϱ(d ∧ d ′′

+ Γ0) + divΣ
= d ∧ (ϱd

′′
) + div(d ∧ π) + ϱΓ0

= d ∧ (ϱd
′′
+ divπ) +

∑
j

∂jd ∧ π•j + ϱΓ0 ,

hence by the formula of H

d ∧ (ϱd
′′
+ divπ) = H− ϱΓ0 −

∑
j

∂jd ∧ π•j = d ∧ g .

This is equivalent to
d ∧ (ϱd

′′
+ divπ − g) = 0 .

Hence ϱd ′′
+ divπ − g = λd for some λ.

Reference: In literature for S sp = d ∧ d
′ the connection between angular momentum

and the director equation has been treated in Leslie [18 : (8),(14)-(16)] in 1979, where he
writes: “It is clear that the conservation law for angular momentum (8) is equivalent to
the integral balance (16) provided that the intrinsic director body force g satisfies the
relationship (14), and furthermore is indeterminate up to an arbitrary, scalar multiple
of the director.“ Later in 1985 I. Müller treated his view in [22 : 10.1], where he writes
down the balance of spin in equation [22 : (10.21)] as a part of the angular momentum, as
DeGroot & Mazur [4 : Chap.XII §1] did, and shows that this is equivalent to the equations
in [22 : (10.23)], which is exactly our Lemma 6.2. The undeterminacy of g with a multiple
of d becomes clear later, it is contained in the constitutive part [22 : (10.62)7].
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7 Objective scalar entropy
Since the entropy principle says

σ := ∂tη + divψ ≥ 0 (7.1)

the entropy η has to be an objectice scalar, that is

η◦Y = η∗ , (7.2)

where Y :R4 → R4 is the observer transformation, see (4.2), and η and η∗ are the entropy
for the two observers. In (2.9) we make the following constitutive assumption on η

η = η̂(ϱ, ε, d,Dd) , (7.3)

where η∗ = η̂(ϱ∗, ε∗, d∗,Dd∗) has the same function η̂ like η. This is the well known
objectivity of constitutive functions. Hence (7.2) becomes

η̂(ϱ∗, ε∗, d∗,Dd∗) = η∗ = η◦Y
= η̂(ϱ◦Y, ε◦Y, d◦Y,Dd◦Y ) = η̂(ϱ∗, ε∗, Qd∗, QDd∗QT)

since ϱ and ε are objective scalars, d is an objective vector, and from there Dd an objective
matrix, see 4.1. Thus it follows

η̂(ϱ∗, ε∗, d∗,Dd∗) = η̂(ϱ∗, ε∗, Qd∗, QDd∗QT) (7.4)

for every value ϱ∗, ε∗, d∗, Dd∗. And this holds for all orthogonal matrices Q with deter-
minant 1. For this matrix take s 7→ Qs, where s is a real variable and

d

ds
Qs = AsQs for s ≥ 0 and Q0 = Id

with a given antisymmetric matrix As. Then by (7.4)

η̂(ϱ∗, ε∗, d∗,Dd∗) = η̂(ϱ∗, ε∗, Qsd
∗, QsDd

∗Qs
T)

that is §

0 =
d

ds
η̂(ϱ∗, ε∗, Qsd

∗, QsDd
∗Qs

T)

= η̂ ′d(...)·(AsQsd
∗) + η̂ ′Dd(...)··(AsQsDd

∗Qs
T +QsDd

∗ (AsQs)
T ) .

In particular, for s = 0 and A := A0

0 = η̂ ′d(ϱ
∗, ε∗, d∗,Dd∗)·(Ad∗) + η̂ ′Dd(ϱ

∗, ε∗, d∗,Dd∗)··(ADd∗ +Dd∗A
T )

.

Or we write this as
§we write η ′Dd where ’Dd’ is a place holder for the last variables
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7.1 Condition. If η as in (7.3) is an objective scalar, then for all arguments (ϱ, ε, d,Dd)
and for every antisymmetric matrix A

0 = η̂ ′d(ϱ, ε, d,Dd)·(Ad) + η̂ ′Dd(ϱ, ε, d,Dd)··(ADd+DdA
T )

.

Factoring out A and omitting the argument (ϱ, ε, d,Dd) we get

0 = A··(η ′d⊗d+ η ′Dd (Dd)
T +(η ′Dd)

T Dd
)
, (7.5)

which written in coordinates is

0 =
∑
ik

Aik

(
η̂ ′didk +

∑
m

(
η̂ ′di ′m

dk ′m + η̂ ′dm ′i
dm ′k

))
.

Hence the matrix in brackets of (7.5) is symmetric.

One can derive a corresponding formula for any other dependence of η (for d replaced by
an objective scalar see [1 : IV.13.5]).

8 Entropy production
The main part of the proof is presented in this section. For the entropy we assume

η = η̂(ϱ, ε, d,Dd) (8.1)

and for the specific spin we have by (2.10)

S sp = d ∧ d ′
. (8.2)

The entropy principle starts with system (2.7) which gives
◦
ϱ+ ϱ divv = 0 ,
◦
ε+ ε divv = − divq −Dv··ΠS − τ

(
DS sp··Σ + S sp··H) .

Then we compute for the entropy production

σ = ∂tη + divψ =
◦
η + η divv + div(ψ − ηv)

= η ′ϱ
◦
ϱ+ η ′ε

◦
ε+ η ′d·◦

d+ η ′Dd··(Dd) ◦ + η divv + div(ψ − ηv) ,

and since S sp··H = S sp··H by 5.2, where H is an objective matrix, this expression becomes

σ = (η − ϱη ′ϱ − εη ′ε) divv + div(ψ − ηv)− η ′ε divq − η ′εDv··ΠS

+η ′d·◦
d+ η ′Dd··(Dd) ◦ − η ′ετ

(
DS sp··Σ + S sp··H)

= Dv··((η − ϱη ′ϱ − εη ′ε)Id− η ′εΠ
S
)
+ div(ψ − ηv − η ′εq)

+∇η ′ε·q + η ′d·◦
d+ η ′Dd··(Dd) ◦ − η ′ετ

(
DS sp··Σ + S sp··H) .
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Here the classical things for the final version of the entropy production are done. So we
have essentially to deal with the d terms where the spin S depends on d and d

′ . We
mention that d ′ is related to

◦
d, see (8.3). But first let us use the fact that η must be an

objective scalar, consequently by Condition 7.1 there holds for any antisymmetric matrix
B satisfying the transformtion rule B◦Y = Q̇QT +QB∗QT

0 = η ′d·Bd+ η ′Dd··(BDd+DdBT) ,

for example B := (Dv)A. With this we get for the d-terms in the entropy production

σd := η ′d·◦
d+ η ′Dd··(Dd) ◦

= η ′d·( ◦d− Bd) + η ′Dd··((Dd) ◦ − (BDd+DdBT)
)
.

Now dη :=
◦
d − Bd is an objective vector by 4.3(2) and Dη := (Dd)

◦ − (BDd + DdBT)
satisfies the representation

(Dd)
◦
ij = (di ′j)

◦
= di ′jt +

∑
k

vkdi ′jk

=
(
di ′t +

∑
k

vkdi ′k
)

′j
−
∑
k

vk ′jdi ′k

=
( ◦
di
)

′j
−
∑
k

vk ′jdi ′k ,

hence, where we use now B = (Dv)A,

Dη
ij = (Dd)

◦
ij − (BDd)ij −

1

2

∑
k

di ′k(vj ′k − vk ′j)

=
( ◦
di
)

′j
− (BDd)ij −

1

2

∑
k

di ′k(vj ′k + vk ′j)

=
(( ◦
di
)

′j
−
∑
k

Bikdk ′j

)
−
∑
k

di ′k (Dv)
S
kj .

The first term (in bracket) is by 4.3(3) an objective tensor in (i, j), and also, of course,
the second term with the symmetric part of the velocity gradient. Since dη =

◦
d− Bd we

get ( ◦
di
)

′j
−
∑
k

Bikdk ′j =
(
dηi +

∑
k

Bikdk
)

′j
−
∑
k

Bikdk ′j = (dηi ) ′j +
∑
k

Bik ′jdk ,

which finally gives
Dη

ij = (dηi ) ′j +
∑
k

Bik ′jdk −
∑
k

di ′k (Dv)
S
kj ,

where now all three terms are objective tensors. This is because Bik in (i, k) is a tensor
which transforms like the derivative of a velocity, where the inhomogeneous part of this
transformation depends only on time. Therefore Bik ′j has not this part and is in (i, k, j) an
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objective 3-tensor. Now, tthe matrix Aξ in 5.1 is an antisymmetric matrix depending only
on t and transforms as B like the derivative of a velocity. Then we see that B := B −Aξ

is an objective tensor, and it is Bik ′j = Bik ′j as said an objective 3-tensor. Consequently
we get using (5.16)

dη +Bd =
◦
d− Aξd = d

′ (8.3)

which is an objective vector. Hence

(dηi ) ′j +
∑
k

Bik ′jdk = (dηi ) ′j +
∑
k

Bik ′jdk

=
(
dηi +

∑
k

Bikdk
)

′j
−
∑
k

Bikdk ′j = (d
′

i ) ′j −
∑
k

Bikdk ′j ,

and therefore

Dη
ij = (d

′

i ) ′j −
∑
k

Bikdk ′j −
∑
k

di ′k (Dv)
S
kj ,

dηi = d
′

i −
∑
k

Bikdk .

Hence the contribution of σd is

σd := η ′d·dη + η ′Dd··Dη

=
∑
i

η ′di

(
d

′

i −
∑
k

Bikdk
)
+
∑
i,j

η ′di,j

(
(d

′

i ) ′j −
∑
k

Bikdk ′j −
∑
k

di ′k (Dv)
S
kj

)
=
∑
i

η ′did
′

i +
∑
i,j

η ′di,j(d
′

i ) ′j −
∑
i,k

η ′didkBik −
∑
i,j,k

η ′di,jdk ′jBik

−
∑
i,j,k

η ′di,jdi ′k (Dv)
S
kj .

In the entropy production σ the terms of σd have a counterpart, the spin terms σs where
(k, l) 7→ Σklj,Hkl are antisymmetric,

σs := −
(
DS sp··Σ + S sp··H) = −

(
D(d ∧ d ′

)··Σ + d ∧ d ′··H)
= −

∑
k,l

(∑
j

∂j(dkd
′

l − d
′

kdl)Σklj + (dkd
′

l − d
′

kdl)Hkl

)
= 2

∑
k,l

(∑
j

(d
′

k ′jdl + d
′

kdl ′j)Σklj + d
′

kdlHkl

)
=
∑
k,j

d
′

k ′j

∑
l

2dlΣklj +
∑
k

d
′

k

(∑
l,j

2dl ′jΣklj +
∑
l

2dlHkl

)
.
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Hence together with σd we obtain

σd + η ′ετσs =

=
∑
k,j

d
′

k ′j

(
η ′dk,j +

∑
l

2τη ′εdlΣklj

)
+
∑
k

d
′

k

(
η ′dk +

∑
l,j

2τη ′εdl ′jΣklj +
∑
l

2τη ′εdlHkl

)
−
∑
i,k

η ′didkBik −
∑
i,j,k

η ′di,jdk ′jBik −
∑
i,j,k

η ′di,jdi ′k (Dv)
S
kj

=
∑
j

∂j

(∑
k

d
′

k

(
η ′dk,j +

∑
l

2τη ′εdlΣklj

))
+
∑
k

d
′

k

(
η ′dk −

∑
j

∂jη ′dk,j + 2τ
∑
l,j

(
η ′εdl ′jΣklj − ∂j(η ′εdlΣklj)

)
+
∑
l

2τη ′εdlHkl

)
−
∑
i,k

η ′didkBik −
∑
i,j,k

η ′di,jdk ′jBik −
∑
i,j,k

η ′di,jdi ′k (Dv)
S
kj .

The first term on the right side goes to the div-term in σ and the last term goes to the
Dv-term. Moreover, in the middle term the coefficient of d ′

k becomes

η ′dk −
∑
j

∂jη ′dk,j + 2τ
∑
l,j

(
η ′εdl ′jΣklj − ∂j(η ′εdlΣklj)

)
+
∑
l

2τη ′εdlHkl

=
δη

δdk
+ 2τ

∑
l

dl

(
η ′εHkl −

∑
j

∂j(η ′εΣklj)
)
.

With these computations we finally obtain for the entropy production σ

σ = Dv··((η − ϱη ′ϱ − εη ′ε)Id− η ′εΠ
S
)

+∇η ′ε·q + σd + η ′ετσs + div(ψ − ηv − η ′εq)

= Dv··
(
(η − ϱη ′ϱ − εη ′ε)Id− η ′εΠ

S −
∑
i

(∇di⊗η ′∇di)
S
)
+∇η ′ε·q

−
∑
i,k

(
η ′didk +

∑
j

η ′di,jdk ′j

)
Bik

+
∑
k

d
′

k

( δη
δdk

+ 2τ
∑
l

dl
(
η ′εHkl −

∑
j

∂j(η ′εΣklj)
))

+
∑
j

∂j

(
ψj − ηvj − η ′εqj +

∑
k

d
′

k

(
η ′dk,j +

∑
l

2τη ′εdlΣklj

))
.

(8.4)

Now we make again usage of the Condition 7.1 and this gives for the B-term

∑
i,k

(
η ′didk +

∑
j

η ′di,jdk ′j

)
Bik = −

∑
i,k,j

η ′dj,idj ′kBik

= −B··(∑
j

η ′∇dj⊗∇dj
)
= B··(∑

j

∇dj⊗η ′∇dj

)
=D(v − vξ)

A··(∑
j

∇dj⊗η ′∇dj

)
= D(v − vξ)··(∑

j

∇dj⊗η ′∇dj

)A
,
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since Aξ = Dvξ by 5.1 is antisymmetric and therefore B = (Dv)A −Aξ = (D(v − vξ))
A. It

also holds (D(v − vξ))
S = (Dv)S and with this (8.4) becomes

σ = D(v − vξ)··
(
(η − ϱη ′ϱ − εη ′ε)Id−

∑
i

∇di⊗η ′∇di − η ′εΠ
S
)

+∇η ′ε·q +∑
k

d
′

k

( δη
δdk

+ 2τ
∑
l

dl
(
η ′εHkl −

∑
j

∂j(η ′εΣklj)
))

+
∑
j

∂j

(
ψj − ηvj − η ′εqj +

∑
k

d
′

k

(
η ′dk,j +

∑
l

2τη ′εdlΣklj

))
.

(8.5)

This is the general form of the entropy production σ under the assumption that the
entropy fulfilles (8.1) and the spin is given by (8.2). This we use for the proof of the main
theorem 2.2 and the applications in Section 3.

9 Classical entropy
In this section we will present a version of the entropy principle which is indicated by the
approach in DeGroot & Mazur [4 : Chap.XII §1], which was adopted from Grad [14 : §4].
In [4 : Chap.XII §1 (20)] this principle is based on the classical Gibbs relation, which
means that η depends only on (ϱ, ε), that is

η = η̂(ϱ, ε) . (9.1)

(It is η = ϱs with the specific entropy s in DeGroot & Mazur, and the Gibbs relation
[4 : Chap.XII §1 (20)] is identical to [1 : Chap.III.1.4(3)].)
Therefore in our framework the entropy principle starts with system (2.7) which gives for
ϱ and ε

◦
ϱ+ ϱ divv = 0 ,
◦
ε+ ε divv = − divq −Dv··ΠS − τ

(
DS sp··Σ + S sp··H) ,

where S sp··H = S sp··H by 5.2 with an objective matrix H. Therefore we conclude for η
by (9.1)

◦
η = η ′ϱ

◦
ϱ+ η ′ε

◦
ε = −(ϱη ′ϱ + εη ′ε) divv − η ′ε divq

−η ′εDv··ΠS − η ′ετ
(
DS sp··Σ + S sp··H) .

Now the entropy inequality (7.1) gives, with the Clausius-Duhem term ψ = ηv + η ′εq,

0 ≤ σ = ∂tη + divψ = ∂tη + div(ηv + η ′εq)

=
◦
η + η divv + div(η ′εq)

= Dv··((η − ϱη ′ϱ − εη ′ε)Id− η ′εΠ
S
)
+∇η ′ε·q

−η ′ετ
(
DS sp··Σ + S sp··H) .

(9.2)

This residual inequality gives rise to the following theorem, where θη ′ε = 1, where we
remark that ψ is the classical Clausius-Duhem flux.
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9.1 Theorem. Let us consider solutions of system (2.7) and let us consider the classical
entropy and Clausius-Duhem flux

η = η̂(ϱ, ε) , ψ = ηv + η ′εq .

Then the entropy principle is satisfied, where in the system (2.7)

Π = pId− S , p := θ(η − ϱη ′ϱ − εη ′ε) , −2SA = H− Γ , (9.3)

holds, and the residual inequality reads

0 ≤ σ = ∇η ′ε·q + η ′ε

(
Dv··SS − τ(DS sp··Σ + S sp··H)) . (9.4)

Remark: In standard settings it is Γ = 0.

Proof. In the entropy estimate in (9.2) we set ΠS = pId − SS and obtain the residual
inequality (9.4). The antisymmetric part ΠA satisfies −2SA = 2ΠA = H − Γ , see the
equation (5.14).

In this theorem the dynamical system (2.7) becomes

∂tϱ+ div(ϱv) = 0 ,

∂t(ϱv) + div(ϱvvT + pId− S) = f ,

ϱ
( ◦
S sp − (AξS

sp)A
)
+ divΣ = H = Γ− 2SA ,

(9.5)

and in addition the energy equation (9.7) has to be satisfied and the residual inequality
(9.4) has to hold. We assume that this inequality is satisfied by

0 ≤ σ = ∇η ′ε·q + η ′εDv··SS

≥ 0

+ η ′ετ
(
− (DS sp··Σ + S sp··H))

=: σs ≥ 0

.
(9.6)

The second inequality has as consequence of the spin equation that the estimate

ϱ

2

(
|S sp|2

) ◦
+ div(S sp··Σ) = DS sp··Σ + S sp··H = −σs ≤ 0

has to hold, which follows since S sp··(AξS sp)A = 0. This is part of the equation for
the total energy, see (2.5). Therefore, if Σ = 0, the L2 integral of the spin has to stay
bounded. We mention that the equation for the inner energy ε becomes

◦
ε+ (ε+ p) divv + divq = (Dv)S··S + τσs . (9.7)

We mention that the pressure tensor Π, as example, has the form of Grad [14 : (4.30)]:

9.2 Example. We take in 9.1 for the spin equation

Σ := −µ1DS sp , H := −2µ2S
sp with µ1, µ2 ≥ 0 ,
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and we choose for the symmetric part of the stress tensor S as for Navier-Stokes

SS = λ1
(
2(Dv)S − 2

3
( div v)Id

)
+ λ2( div v) Id with λk ≥ 0 for k = 1, 2,

and for the antisymmetric part 2SA = −H provided Γ = 0, so that with the Fourier law
for q by (9.6) the entropy production σ ≥ 0. So together we get for the stress tensor

S = λ1
(
2(Dv)S − 2

3
( div v)Id

)
+ λ2( div v) Id + µ2S

sp (9.8)

and the spin equation becomes with Γ = 0

ϱ
( ◦
S sp − (AξS

sp)A
)
+ div(−µ1DS sp) = −2µ2S

sp . (9.9)

The spin one can imagine as expression of an unknown antisymmetric matrix Ω as

−S sp := µ3(Ω− (Dv)A) with µ3 ≥ 0 ,

where the “internal angular momentum” Ω transforms like Ω◦Y = Q̇QT+QΩ∗QT, which
is the same transformation rule as the “external angular momentum” (Dv)A has, so that
the difference S sp = µ3((Dv)

A − Ω) is an objective tensor as it should be. With this
choice the stress tensor becomes setting 2λ3 := µ2µ3 ≥ 0

S = λ1
(
2(Dv)S − 2

3
( div v)Id

)
+ λ2( div v) Id + λ3(2(Dv)A − 2Ω)

where “λ1 and λ2 are the usual coefficients of shear and bulk viscosity, while λ3 is a
new viscosity coefficient”, this is identical to [14 : (4.30)]. It is Ω the internal angular
momentum which one sees from outside, the spin S sp := µ3(Ω− (Dv)A) is the relative
eigen-rotation of the particle.
This is the result if the entropy η has no contribution from the spin S . The spin is only
present in the total energy e in (2.5), and of course in the underlying system (2.1), which is
part of (2.7). This situation is considered in H. Grad (1952) [14] and in DeGroot & Mazur
(1962) [4]. They showed this without considering the objectivity at all, and the derivation
therefore is generally doubted, because this is due to a not correct energy equation, see
[4 : Chap.II§4 (36)]. We have shown in this section by a rigorous application of the energy
equation that, despite of what is said previously, the result of Grad is correct.
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