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Abstract. In this paper we present a unified theory for gravitation and magnetiza-
tion including electrodynamics. It is based on Maxwell’s equations which in the form of
Ampère’s circuital law is the antisymmetric part of this theory, and the symmetric part
is the gravity, which contains Newton’s gravitation in the time-dependent relativistic ver-
sion. Since magnetism and gravity are formulated in one system of differential equations,
this new theory combines these two parts, and therefore this combination will probably
bring some new insight to related problems which are discussed these days.

We further study the related force in the mass-momentum system. This force consists
of the well-known Newton force and the well-known Lorentz force. We show that they
are exactly those forces that are predicted by our theory. We prove that these forces are
equal to the divergence of a 4-flux in the mass-momentum equation. In this way these
forces can be considered as internal expressions. In the proof all 4-fields of the new theory
have to be 4-gradients of vector potentials, which is a well-known assumption.
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1 Introduction

The purpose of this paper is to present a theory that covers electromagnetism as well as
the effects of gravity. The picture is that both effects are based on the atomic structure of
materials, where magnetism is the bridge between gravity and electrical effects. A natural
way to do this is to assume a differential equation in R4 of the form (3.1)

divM = j̃ , (1.1)

where div is defined below. The tensor M contains terms for gravitation as well as for
magnetization, and the source term j̃ contains the masses for gravitation and the currents
for electricity. We call the contravariant tensor M the “general magnetic tensor” and the
4-vector j̃ is split into j̃ = j+ jM, where j is a contravariant vector and jM is due to Coriolis
effects as described in Lemma 3.1. In a Lorentz frame M and j have the representation
(4.6)

M =

[
F0

c2
−(F −D)T

−(F +D) M s +R(H)

]
, j =

[
ϱ
j

]
. (1.2)

Here the quantities are uniquely determined by the tensor M, if M s is symmetric. And
R(H) is defined in (4.2)-(4.4). The 4-vector F = (F0, F ) defines “Newton’s gravitational
law”, see 4.2(1), and D and H describe “Ampère’s circuital law” in the kg-based version.
This version is necessary because the gravitational field F is kg-based, whereas D and H
originally are based on As. In detail, D = k0D̄ and H = k0H̄ where DDD := D̄ and HHH := H̄
are the well-known quantities in Section 2 with k0 being the conversion parameter, see
Section 7. In Section 2 we give a short overview of the derivation of the classical Maxwell
equations. As a consequence our equation (1.1) in a Lorentz frame is equivalent to

1
c2
∂tF0 − divx(F −D) = ϱ ,

−∂t(F +D) + divx(M
s +R(H)) = j .

(1.3)

This system is a coupling of the laws of Newton and of Ampére, and in a Lorentz frame
the first scalar equation is the time version of Newton’s gravitational law combined with
Gauss’s law and the second vector equation is Ampére’s circuital law combined with a
law, which determines the portion js of j = js+ja which corresponds to the symmetric part
of the equation. The splitting in symmetric and antisymmetric part is done in Section 3,
the symmetric part covers gravity, whereas the antisymmetric part covers in particular
electricity. The model will be presented in Section 3 and Section 4. The latter contains
the differential equations in a Lorentz frame.

In Section 6 we deal with the existence of the scalar potential and the vector potential,
and we derive as an equivalent version of (1.3) the equation

1

c2
∂2
tϕϕϕ+ divx

(
−∇xϕϕϕ+ P

)
= ϱ ,

1

µ̄0c2
∂2
tA− ∂tP + divx

(
M0 −

1

µ̄0

DxA
)
= j .

(1.4)

Here ϕϕϕ = ϕg+ ε̄0ϕ
e is the total scalar potential and A is the classical vector potential. The

classical gravitational potential is ϕg and ϕe is the classical electrodynamical potential.
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The polarization P is kg-based andM0, see (6.3), is a matrix which is partly determined by
magnetization and gravitation. We mention that during the derivation of this equivalent
system we had to satisfy the Lorenz gauge condition.

In Section 5 we deal with the so-called Newton-Lorentz force, that is the force density
fNL by which M acts on the mass-momentum equation. Without polarization and mag-
netization it is

fNL = gG
(
F js + H̃ ja

)
= g

[
0

ϱsF + ε̄0(ϱ
aE + ja×B)

]
+

g

c2

[
−ϱsF0 − F·js + ε̄0E·ja

M sjs

]
.

(1.5)

The first term on the right side contains the well known classical terms as they are used
e.g. in MHD. The formula (1.5) is shown via the identity

div
( 1

c2
(MG−1M)

S − λMG
)
= G

(
F j̃s + H̃ j̃a

)
(1.6)

where M is the original matrix in (1.1).

References: There are no direct references, but historically there has been a lot of effort
to combine the gravitational effects with the electrodynamical effects, for example, the
work of Cartan and Einstein circa 1924-1934. We mention the contributions of Vargas
& Torr in [12] and of Goenner in [6] and [7], where a detailed historical review is given.
Another approach was created by Heaviside in [8] 1893, where the gravitational quantities
are defined in analogy with the quantities in Maxwell’s theory. This method is called
Gravitoelectromagnetism (GEM), see [11].

Notation: We denote terms in spacetime R4 with an underscore which are usually used
in space R3 only. For example in Lorentz frames we write q = (q0, q), and also

∇u = (∂tu,∇xu) , div q = (∂tq0, divxq) .

For a tensor T = (Tij)i,j≥0 we define

divT =
(∑
j≥0

∂jTij

)
i≥0

.

Definition: The definition of a contravariant m-tensor T = (Tk1···km)k1,...,km≥0 is

Tk1···km◦Y =
∑

k̄1,...,k̄m≥0

Yk1 ′k̄1 · · ·Ykm ′k̄mT
∗
k̄1···k̄m , (1.7)

and the definition of a covariant m-tensor T = (Tk1···km)k1,...,km≥0

T ∗
k̄1···k̄m =

∑
k1,...,km≥0

Yk1 ′k̄1 · · ·Ykm ′k̄mTk1···km◦Y . (1.8)

Here y = Y (y∗) is the observer transformation, where the coordinates of the different
observers are y = (y0, y1, y2, y3) ∈ R4 and y∗ = (y∗0, y

∗
1, y

∗
2, y

∗
3) ∈ R4. A 0-tensor is a

function f satisfying f ∗ = f ◦Y .
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2 Maxwell equations

In this section we give a short description of the derivation of Maxwell equations in order
to show the reader some of the methods which we used in other sections.

Maxwell’s equations are given by two things, by “Ampère’s circuital law”, which we
present as a conservation law (2.5), and by “Faraday’s law of induction”, which we formu-
late as a constitutive equation (2.7). The result is that Maxwell’s equations are equivalent
to four differential equations. In a Lorentz frame they are given by (2.1) and (2.3)

divxDDD = ϱϱϱ ,

−∂tDDD + rot xHHH = jjj ,
(2.1)

DDD = ε0E +PPP , HHH =
1

µ0

B −MMM , ε0µ0 =
1

c2
, (2.2)

divxB = 0 ,

∂tB + rot xE = 0 .
(2.3)

Here ϱϱϱ is the charge density and jjj the current density, and DDD, HHH, PPP , MMM , B, and E are
the well-known fields in electrodynamics. (We mention that the boldface quantities are
DDD = D̄ and ϱϱϱ = ϱ̄a etc. where the overlined quantities are As-based in the general theory.
The other quantities are the same in the general theory.) Without polarization PPP and
without magnetization MMM this is how Maxwell equations usually are presented

divxE =
ϱϱϱ

ε0
,

− 1

c2
∂tE + rot xB = µ0 jjj ,

divxB = 0 ,

∂tB + rot xE = 0 .

(2.4)

We have introduced Maxwell equations in a different but equivalent way (see [1 : VI 2]).
In a general frame we start (see e.g. Duvaut & Lions [3 : VII 2]) with a conservation law
in R4

divHHH = jjj ,

HHH :R4 → R4×4 antisymmetric.
(2.5)

Here HHH is an antisymmetric contravariant tensor and jjj is a contravariant vector due to
the fact that HHH is antisymmetric. Also due to the antisymmetry of HHH the vector jjj satisfies
the conservation of charge (see 3.3)

div jjj = 0 .

In a Lorentz frame we have the representation

HHH =


0 DDD1 DDD2 DDD3

−DDD1 0 HHH3 −HHH2

−DDD2 −HHH3 0 HHH1

−DDD3 HHH2 −HHH1 0

 , jjj =


ϱϱϱ
jjj1
jjj2
jjj3

 ,
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so that (2.5) means, since div = (∂t, divx), that the first two differential equations in (2.1)
are satisfied. The conservation of charge becomes ∂tϱϱϱ + divxjjj = 0. Now, in a general
frame, we write down the “Maxwell-Lorentz aether relations”

HHH =
1

µ0

GEGT −PPP , (2.6)

where E and PPP again are antisymmetric, and together with PPP is a contravariant tensor.
Consequently E is a covariant tensor. In a Lorentz frame we have the representation

E =


0 −E1 −E2 −E3

E1 0 B3 −B2

E2 −B3 0 B1

E3 B2 −B1 0

 , PPP =


0 −PPP 1 −PPP 2 −PPP 3

PPP 1 0 MMM3 −MMM2

PPP 2 −MMM3 0 MMM1

PPP 3 MMM2 −MMM1 0

 .

This implies the equivalence of (2.6) and (2.2). To get the second two differential equations
of (2.3) we assume (see Landau & Lifschitz [10 : §26 (26.5)]) Faraday’s law of induction

∂lEjk + ∂jEkl + ∂kElj = 0 for j, k, l = 0, . . . , 3. (2.7)

Since E is antisymmetric, this is relevant only for {j, k, l} equal to {0, 1, 2}, {0, 1, 3},
{0, 2, 3}, and {1, 2, 3}. Therefore this is equivalent to four real differential equations. In
a Lorentz frame this means, see the proof of 4.3, the equations in (2.3) hold, that is

divxB = 0 , ∂tB + rot xE = 0 .

Altogether we have shown that (2.5), (2.6) and (2.7) in a Lorentz frame are equivalent to
Maxwell equations (2.1), (2.2), (2.3).

The potential A is a consequence of these equations. In fact, it follows that Faraday’s
law (2.7) by the Poincaré lemma is equivalent to the local existence of a vector potential
A = (−ϕe, A1, A2, A3), where ϕe is the electrical potential. The connection to E and B,
see Section 6, is given by

E = −∇xϕ
e − ∂tA , B = rot xA .

Remark: To compare this with the remaining paper, you have to write boldface quanti-
ties as overlined quantities, like HHH = H̄ and DDD = D̄ etc. as mentioned above. And on the
right sides you have to write ϱϱϱ = ϱ̄a and jjj = j̄a as the overlined version of the antisym-
metric part. The other quantities B, E, ε0, µ0 stay the same throughout this paper.

A detailed presentation of this derivation you will find in [1 : VI 2 Maxwell equations].
For more details about the vector potential see Section 6 of this paper.
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3 General Magnetodynamics

We want to describe the gravitational and the electrical fields in a unified way including
magnetic materials. So we write down a law for a general 4× 4-matrix, which is a system
of four differential equations usually valid in the entire spacetime R4:

General law of Magnetodynamics:

divM = j̃
————————————————————————

where the test functions are covariant vectors.

(3.1)

We call M = (Mij)i,j=0,...,3 the general magnetic tensor. For the special case of an
antisymmetric matrix this is Ampère’s circuital law as presented in Section 2. Written in
components the general system reads∑

j≥0

∂yjMij = j̃i for i = 0, . . . , 3 ,

where y = (y0, y1, y2, y3) ∈ R4 are the coordinates. Here R4 is called the spacetime, but
at the moment it is not said what is the time and what is the space. For this the matrix
G is introduced, that is, G describes the geometry and depends on the observer, see for
example [2 : 3 Time and space]. The weak formulation of equation (3.1) is∫

R4

( ∑
i,j≥0

∂yjζi ·Mij +
∑
i≥0

ζi · j̃i
)
dL4 = 0 (3.2)

for test functions ζ ∈ C∞
0 (R4;R4), where ζ is a covariant vector. Now this is true if the

quantities in the system satisfy the transformation rules (see [1 : Equ.(5.8)] with Z = DY )

Mij◦Y =
∑
ī,j̄≥0

Yi ′ īYj ′j̄ M
∗
ī j̄ , (3.3)

j̃i◦Y =
∑
ī,j̄≥0

Yi ′ ī j̄ M
∗
ī j̄ +

∑̄
i≥0

Yi ′ ī j̃
∗
ī , (3.4)

where Y : R4 → R4 is the observer transformation. In particular M is a contravariant
tensor. By a general method applied to the system here, the transformation rule (3.4)
implies the following lemma.

3.1 Lemma. The equation (3.4) gives rise to the following representation

j̃ = j+ jM , jM :=
∑

p,q≥0

MpqC
pq

(3.5)

where the vectors Cpq satisfy the transformation rule∑
p,q

Yp ′p̄Yq ′q̄C
pq
i ◦Y =

∑̄
i

Yi ′ īC
∗p̄q̄
ī

+ Yi ′p̄q̄ for all i and (p̄, q̄). (3.6)
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Thus (3.4) and (3.6) leads to the fact that j is a contravariant vector. Besides this M is
a contravariant tensor and system (3.1) becomes

divM−
∑

p,q≥0

MpqC
pq = j . (3.7)

Here Cpq we call Coriolis coefficients. Remark: These coefficients are defined for all
observers in (3.6). It is a physical statement that for certain observers all coefficients Cpq

k

are 0. These special observers are supposed to be in an “inertial frame”.

We note that in differential geometry the same rule (3.6) is satisfied for the negative
Christoffel symbols. See also [2 : 6 Momentum equation].

Symmetric and antisymmetric part.

The tensor M is split into the symmetric part MS and the antisymmetric one MA:

M = MS +MA ,

MS =
1

2

(
M+MT

)
, MA =

1

2

(
M−MT

)
.

It follows from (3.3) that MT
ij◦Y =

∑
ī,j̄≥0Yi ′ īYj ′j̄ M

∗T
īj̄, and therefore besides M both

MS and MA satisfy the transformation rule (3.3). Let us define (the indices ’s’ and ’a’
belong to the name, whereas the indices ’T’,’S’,’A’ define a mathematical operation)

j̃s := divMS , j̃a := divMA =⇒ j̃ = j̃s + j̃a . (3.8)

Later, the symmetric part will correspond to gravitation and the antisymmetric part will
cover electrodynamics.

3.2 Lemma. The definitions in (3.8) imply the transformation formulas

j̃si ◦Y =
∑
ī,j̄≥0

Yi ′ īj̄ M
∗S

īj̄ +
∑̄
i≥0

Yi ′ ī j̃
s∗
ī , (3.9)

j̃ai ◦Y =
∑̄
i≥0

Yi ′ ī j̃
a∗
ī . (3.10)

They lead to the fact that

js := j̃s −
∑

p,q≥0

MS
pqC

pq and ja := j̃a

are contravariant vectors.

Proof. Since MS satisfies (3.3), i.e. MS
ij ◦Y =

∑
ī,j̄≥0Yi ′ īYj ′j̄M

∗S
ī j̄, the definition of

j̃s := divMS implies (we refer to [1 : Section I.5], see [1 : I.5.3]) that it satisfies the trans-
formation rule

j̃si ◦Y =
∑
ī,j̄≥0

Yi ′ īj̄M
∗S

īj̄ +
∑̄
i≥0

Yi ′ ī j̃
s∗
ī .
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Similar MA also satisfies (3.3), i.e. MA
ij ◦Y =

∑
ī,j̄≥0Yi ′ īYj ′j̄M

∗A
ī j̄, and the definition

j̃a := divMA implies

j̃ai ◦Y =
∑
ī,j̄≥0

Yi ′ īj̄M
∗A

īj̄ +
∑̄
i≥0

Yi ′ ī j̃
a∗
ī =

∑̄
i≥0

Yi ′ ī j̃
a∗
ī ,

we see that js and ja are contravariant vectors.

It implies that ja satisfies the “charge conservation”.

3.3 Charge conservation. For the charge density ja the conservation law

div ja = 0

applies. The test functions of this equation are objective scalars.

Proof. The definition ja := divMA says that in its weak version∫
R4

(∑
kl

∂lζk M
A
kl +

∑
k

ζk j
a
k

)
dL4 = 0 .

The transformation formulas in 3.2, that is (3.3) for MA and (3.10) for ja, imply that this
equation holds for test functions ζ that are covariant vectors (that is the statement of
[1 : Property I.5.2]). We set ζk = ∂kη with a scalar function η (the required transformation
rule for ζ follows from η∗ = η◦Y ). Then it is∫

R4

(∑
kl

∂lkηM
A
kl +

∑
k

∂kη j
a
k

)
dL4 = 0 .

Since MA is antisymmetric and D2η symmetric, the first summand vanishes. Hence∫
R4

(∑
k

∂kη j
a
k

)
dL4 = 0 ,

the assertion.

Therefore we obtain mainly as symmetric part “Newton’s gravitation law” and as anti-
symmetric part “Ampère’s circuital law”:

M = MS +MA = F̃+ H
————————————————————————
Ampère’s circuital law: divH = ja

H is always antisymmetric, and here H = MA

Newton’s gravitation law: divF̃ = j̃s

F̃ contains the symmetric part, and here F̃ = MS

(3.11)

The gravitational part may also contain some antisymmetric contribution, at least it
seems so. In any case, the combination of the electrical part with gravitation makes it
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necessary to combine the kg-based gravitation field with the As-based electrodynamics.
This in detail is carried out in Section 7. For the form of H and F̃ in a Lorentz frame see
Section 4.

Representation as a covariant tensor.

To transform the contravariant tensor M into a covariant tensor N is done by the identity

M = c2GNGT . (3.12)

In fact it holds

3.4 Lemma. The matrix N in (3.12) is a covariant tensor, that is

N∗ = DY TN◦Y DY .

Proof. It holds G∗−1 = DY TG−1◦Y DY and N = 1
c2
G−1MG−T. From this it follows

c2N∗ = (G∗)−1M∗(G∗)−T = DY TG−1◦Y DYM∗DY TG−T◦Y DY

= DY TG−1◦YM◦YG−T◦Y DY = c2DY TN◦Y DY .

Consequently N is a covariant tensor.

The representation M = F̃+ H from (3.11) yields, because of (3.12),

M = F̃+ H ⇐⇒ N = F+ H̃ ,

F̃ = c2GFGT , H = c2GH̃GT ,
(3.13)

which defines the quantities F and H̃. The electrical quantities E are defined by (cf. 2)

Maxwell-Lorentz aether relation:

H = 1
µ̄0
GEGT −P or equivalent H̃ = ε̄oE− P̃(

ε̄0µ̄0c
2 = 1

)
————————————————————————
E contains electric field and magnetic flux,

P = c2GP̃GT contains polarization and magnetization.

(3.14)

For the form of H and F̃ in a Lorentz frame see Section 4, also for E and P.
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4 The system in Lorentz frames

We describe an observer who has the standard matrix (with G in italic style we denote
the gravitational constant)

G = Gc :=

[
− 1

c2
0

0 Id

]
and corresponding coordinates (t, x) = y ∈ R4. Such a situation we call Lorentz frame.
We mention that working only in Lorentz frames one can not deal with arbitrary observer
transformations, and we focus on the fact that we assume that the Coriolis coefficients in
(3.7) are zero. In a forthcoming paper we will treat the case of general frames.

In a Lorentz frame let us write

M = F̃+ H , F̃ =:

[
F0

c2
−FT

−F M s

]
, H =:

[
0 DT

−D R(H)

]
, (4.1)

where for a 3-vector q

R(q) :=

 0 q3 −q2
−q3 0 q1
q2 −q1 0

 , (4.2)

hence R(q) is the matrix which satisfies

R(q)z = z × q for z ∈ R3 . (4.3)

Therefore for a vector field q :R× R3 → R3

divxR(q) = rot xq . (4.4)

holds. Further we define[
ϱ
j

]
:= j = js + ja, js =:

[
ϱs

js

]
, ja =:

[
ϱa

ja

]
, (4.5)

where usually ϱ = ϱs + ϱa > 0 and ϱs > 0. The general system (3.1) then becomes

General equations in Lorentz frame:

M =

[
F0

c2
−(F −D)T

−(F +D) M s +R(H)

]
,

1

c2
∂tF0 − divx(F −D) = ϱ ,

−∂t(F +D) + divx(M
s +R(H)) = j .

————————————————————————
All quantities F := (F0, F ), F := (F1, F2, F3),

and M s (if symmetric), D, H

are uniquely determined by M.

(4.6)
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It is M = F̃+H, where F̃ and H are given in (4.1), and by (3.12) this leads to N = F+ H̃,
see (3.13), with

F =

[
F0 FT

F
1

c2
M s

]
, H̃ =

[
0 −DT

D
1

c2
R(H)

]
, (4.7)

where F = (F0, F1, F2, F3) is the first row of F. Further, M s is in particular a symmetric
matrix but generally it is an arbitrary matrix (see system (4.13) without electricity).

Let the following remark be allowed: If M s = F0Id, then

js = −∂tF + divxM
s = −∂tF +∇xF0 .

Moreover, if F is a 4-gradient, i.e. F = ∇ϕϕϕ, then it applies ∂tF = ∇xF0 hence js = 0.

Magnetic and electric case.

We consider the general antisymmetric situation, that is, the magnetic and electric case
with matrix H satisfying (equivalent to (2.6))

General Maxwell-Lorentz aether relations:

H̃ = ε̄oE− P̃ or H =
1

µ̄0

GEGT −P with ε̄0µ̄0c
2 = 1

————————————————————————

E =:

[
0 −ET

E R(B)

]
, P =:

[
0 −PT

P R(Ma)

]
, P := c2GP̃GT,

(4.8)

which means the following well-known formulas

Maxwell-Lorentz aether relations:

D = ε̄0E + P , H =
1

µ̄0

B −Ma , ε̄0µ̄0c
2 = 1 .

(4.9)

There are four fields in these relations, two are determined by E, which are the electric
field E and the magnetic flux density B, and two kg-based fields are determined by P,
which are the polarization P and the magnetization Ma.

4.1 Lemma. Show that from (4.1) the equations (4.7), (4.8) and (4.9) follow.

Proof. It is for F and H̃

F =
1

c2
Gc

−1F̃Gc
−T

=
1

c2

[
−c2 0
0 Id

][ F0

c2
−FT

−F M s

] [
−c2 0
0 Id

]
=

[
F0 FT

F
1

c2
M s

]
,

H̃ =
1

c2
Gc

−1HGc
−T

=
1

c2

[
−c2 0
0 Id

] [
0 DT

−D R(H)

] [
−c2 0
0 Id

]
=

[
0 −DT

D
1

c2
R(H)

]
.
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The definition H̃ = ε̄0E− P̃ implies in all frames since ε̄0µ̄0c
2 = 1

H = c2GH̃GT = ε̄0c
2GEGT − c2GP̃GT =

1

µ̄0

GEGT −P

by P = c2GP̃GT. This, by the way, gives in Lorentz frames

P̃ =
1

c2
Gc

−1PGc
−T =

[
0 PT

−P
1

c2
R(Ma)

]
.

Writing down the relation H̃ = ε̄0E− P̃, that is[
0 −DT

D
1

c2
R(H)

]
=

[
0 −ε̄0E

T

ε̄0E ε̄0R(B)

]
−

[
0 PT

−P
1

c2
R(Ma)

]
,

gives the Maxwell-Lorentz aether relations.

Gravity and electric case.

Now conditions are stated for F and E, which imply the local existence of physical poten-
tials. For both fields these conditions are experimentally verified.

4.2 Assumption. The following is assumed for F and E:

(1) For F defined in (4.7) it is required

∂iF j = ∂jF i for i, j ≥ 0. (4.10)

This implies that locally there is a Newtonian gravitational potential ϕg (according
to the lemma of Poincaré), that is, F i = ∂iϕ

g for i ≥ 0, or

F = ∇ϕg .

(2) Let for E in (4.8) Faraday’s law of induction in the version (see [10 : §26 (26,5)])

∂lEjk + ∂jEkl + ∂kElj = 0 for j, k, l ≥ 0 (4.11)

be satisfied. Then locally there is a vector potential A (according to the lemma of
Poincaré) such that

E = ∇A− (∇A)T ,

which also can be written as E = (DA)T −DA. See also (6.1).

These conditions are necessary for the proof in Section 5.

4.3 Remark. The induction law of Faraday, that is equation (4.11), means in a Lorentz
frame that

divB = 0 , ∂tB + rot xE = 0 .
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Proof. There are at most four equations of (4.11) which are independent of each other.
They are

(j, k, l) = (0, 1, 2) : −∂2E1 + ∂0B3 + ∂1E2 = 0 ,

(j, k, l) = (0, 1, 3) : −∂3E1 − ∂0B2 + ∂1E3 = 0 ,

(j, k, l) = (0, 2, 3) : −∂3E2 + ∂0B1 + ∂2E3 = 0 ,

(j, k, l) = (1, 2, 3) : ∂3B3 + ∂1B1 + ∂2B2 = 0 .

This is equivalent to the statement.

4.4 Remark. It should be said that one has the following possibilities for assumptions
on F which contain Newton’s principle 4.2(1).

(1) One can demand from F that

∂jFki = ∂iFkj for i, j, k = 0, 1, 2, 3. (4.12)

This would (according to the lemma of Poincaré) ensure the local existence of a vector
potential Ψ, i.e. Fki = ∂iΨk for i, k = 0, 1, 2, 3, hence

F = DΨ .

This satisfies 4.2(1) with the potential ϕg := Ψ0.

(2) The property (4.12), with the assumption that F is symmetric, is used in the proof
of Section 5 to show the formula 5.9 for the gravitational case. Besides this it follows
from (4.12) that locally a vector potential Ψ exists with Fki = ∂iΨk. This symmetry then
implies that ∂0Ψk = ∂kϕ

g for all k ≥ 1. Here ϕg := Ψ0. This seems to be an assumption
on gravity in the absence of magnetism.

(3) Assuming that there is a vector potential Ψ with

F =
1

2

(
DΨ+ (DΨ)T

)
then F is automatically symmetric. If we assume ∂0Ψj = ∂jΨ0 for j ≥ 1, i.e. the symmetry
of the first row to the first column (as in (4.7)), then it follows

F j = F0j = ∂jΨ0 = ∂jϕ
g (with ϕg := Ψ0)

that is the Newtonian potential in 4.2(1). However under this assumption the proof of in
Section 5 is not done.

Gravity and magnetism.

Without considering the electrical phenomena the equations in (4.6) have the form

1

c2
∂tF0 − divx(F − P ) = ϱ ,

−∂t(F + P ) + divxM = j , M := M s −R(Ma) .
(4.13)

These are the equations in the pure magnetic case together with gravitation, i.e. omitting
electricity. The matrix M := M s −R(Ma) seems to play the special role. This could be
relevant if one e.g. considers magnetic domains (Weiss domains).
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5 Newton-Lorentz force

We now are in a general frame and study the forces that M exerts in the mass-momentum
equation

div(ϱvvT +Π) = f̃ , (5.1)

The mass-momentum equation has the property that the test function is a covariant
vector. This is the case (see [1 : Equ. (5.8)] with Z = DY ) if the 4×4 tensor T := ϱvvT+Π

is a contravariant tensor, i.e. T and the 4-force f̃ fulfill the transformation formulas

Tij◦Y =
∑
ī,j̄≥0

Yi ′ īYj ′j̄ T
∗
ī j̄ ,

f̃ i◦Y =
∑
ī,j̄≥0

Yi ′ ī j̄ T
∗
ī j̄ +

∑̄
i≥0

Yi ′ ī f̃
∗
ī .

(5.2)

Here ϱ is an objective scalar, and the 4-velocity v is a contravariant vector, i.e.

vi◦Y =
∑̄
i≥0

Yi ′ ī v
∗
ī ,

so that ϱv vT, as it should be, is a contravariant tensor. We mention, that in a Lorentz
frame the 4-velocity is v = (1, v) and therefore the 4-momentum is ϱv = (ϱ, ϱv), similar
to equation (4.5) which is j = (ϱ, j). In the general frame we write for the 4-force f the
following representation

f̃ = fNL + f̃0 , (5.3)

where fNL consists of the Newton-Lorentz forces, which are those forces that interest us.

Here f̃0 has the same transformation formula as f̃ , and thus contains the fictitious forces
(for example, the term with Coriolis forces), and fNL is a contravariant vector.

5.1 Classical Newton-Lorentz force. The classical version is given by

fNL =

[
O(

1

c2
)

fNL

]
with

fNL = gϱsF + ϱ̄aE + j̄a×B +O(
1

c2
) .

Here the terms are as they occur in classical formulas, in particular in Magnetohydrody-
namics (MHD), see for example [5 : 4 The MHD model], where because of the identity
ε0µ0c

2 = 1 usually also ϱ̄aE is neglected.

Proof. Here g = 4πG and G = 6.67384 ·10−11 m3

kg s2
is the gravitational constant. In fNL the

factor in front of the electrodynamical terms is set to 1, which is due to be in accordance
with the literature, see e.g. [5 : 4 The MHD model, Equ.(4.7)]. Later we will see that this
means gk20ε0 = 1, which should be satisfied. Further, according to ϱ̄a and j̄a we have from
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Section 7 the following dimensions

ϱ̄a
[
As

m3

]
, E

[
kg ·m
As · s2

]
=⇒ ϱ̄aE

[
kg

m2s2

]
,

j̄a
[
A

m2

]
, B

[
kg

As2

]
=⇒ j̄a×B

[
kg

m2s2

]
,

g

[
m3

kg · s2

]
, ϱs

[
kg

m3

]
, F

[
kg

m2

]
=⇒ gϱsF

[
kg

m2s2

]
.

Here ϱ̄a is the charge density and j̄a the current density, both based on As. The kg-based
quantities are ϱa = k0ϱ̄

a and ja = k0̄j
a, see 7.3 and 7.4. The classical result in this form

also shows up in 5.2.

5.2 Relativistic Newton-Lorentz force. Without magnetization and polarization the
relativistic version is given by

fNL = gG
(
F js + H̃ ja

)
. (5.4)

This is the 4-force which arises in 5.3. In a Lorentz frame this is equal to the formula

fNL = g

−ϱs

c2
F0 −

1

c2
F·js

ϱsF +
1

c2
M sjs

+ gε̄0

[ 1

c2
E·ja

ϱaE + ja×B

]

if F satisfies (5.10) and if H̃ = ε̄0E satisfies 4.2(2). Equivalently we write

fNL = g

[
0

ϱsF + ε̄0(ϱ
aE + ja×B)

]
+

g

c2

[
−ϱsF0 − F·js + ε̄0E·ja

M sjs

]
,

what you can compare with the formula in 5.1.

Proof. Equation (5.4) follows from Theorem 5.3, which has been shown under the assump-
tion that F satisfies (5.10), which implies the local existence of Newton’s gravitational po-

tential in 4.2(1), and H̃ = ε̄0E satisfies Faraday’s induction principle 4.2(2), which gives
the existence of B and E in 4.3. In (4.7) we defined

F =

[
F0 FT

F
1

c2
M s

]
, H̃ =

[
0 −DT

D
1

c2
R(H)

]
,

so that fNL = g
(
GF js +GH̃ ja

)
implies

fNL = g

− 1

c2
F0 − 1

c2
FT

F
1

c2
M s

[
ϱs

js

]
+ g

 0
1

c2
DT

D
1

c2
R(H)

[
ϱa

ja

]

= g

−ϱs

c2
F0 −

1

c2
F·js

ϱsF +
1

c2
M sjs

+ g

 1

c2
D·ja

ϱaD +
1

c2
ja×H


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since R(H)ja = ja×H. Now, if neglecting polarization and magnetization H̃ = ε̄0E or
D = ε̄0E and B = µ̄0H by (4.9), we obtain finally

g

 1

c2
D·ja

ϱaD +
1

c2
ja×H

 = g

 ε̄0
c2
E·ja

ε̄0ϱ
aE +

1

µ̄0c2
ja×B

 = gε̄0

[ 1

c2
E·ja

ϱaE + ja×B

]
.

This is the assertion. To compare it with 5.1 we use ϱa = k0ϱ̄
a and ja = k0̄j

a, and set
1 = gε̄0k0 = gk20ε0, if this is compatible with measurements.

We want to regard the Newton-Lorentz force fNL as an ”internal force”, i.e. we want to
write this force fNL with a term ΠNL under the 4-divergence, that is,

divΠNL + fNL = f̃1 , (5.5)

where ΠNL is a contravariant tensor and the vector f̃1 denotes fictitious forces. Thus (5.1)
becomes the differential equation

div(ϱvvT +ΠNL +Π) = f̃1 + f̃0 , (5.6)

with general force f̃1 + f̃0 containing fictitious terms.

We now derive the form of the force fNL which is given in (5.4). We do this through the
proof of (5.5) with a general formula of the matrix ΠNL. This result is the main theorem
of this section. We assume that we are in a Lorentz frame and that magnetization as well
as polarization is set to zero. We summarize the general formulas for the matrix M

M = F̃+ H , F̃ = c2GFGT , H = c2GH̃GT ,

M = c2GNGT implies N = F+ H̃ .
(5.7)

which are important for the result.

5.3 Theorem. If (5.7) is true and H̃ = ε̄0E (no polarization and magnetization) then
(5.5) holds with

ΠNL = gλMG− g

c2
(MG−1M)

S
,

fNL =
g

c2
(
F̃G−1js + HG−1ja

)
= g

(
GF js +GH̃ ja

)
,

λM = λs + λa , λs =
c2

2
(GF)T··(GF) , λa =

c2

4
(GH̃)

T··(GH̃) .

This is true under the assumption that we are in the Lorentz case, and that F and E can
be written as vector potential, see in 4.2(1) the Newtonian gravitational potential and in
4.2(2) the Faraday induction law, and that for F in fact (5.10) is satisfied.

Proof. We have to show that

div
( 1

c2
(MG−1M)

S − λMG
)
= GF j̃s +GH̃ j̃a . (5.8)
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Now, from 3.2 we know that j̃a = ja and j̃s is js plus a term depending on the matrix MS.
This additional term in (5.8) is subsumed in the term f̃1 of equation (5.5). Therefore on
the right side of (5.8) the term

1

g
fNL := GF js +GH̃ ja

is leftover, and therefore (5.5) is verified. To prove (5.8) we compute

1

c2
(MG−1M)

S
=

1

2c2
(
MG−1M+MTG−1MT

)
=

1

2c2
(
(MS +MA)G−1(MS +MA) + (MS −MA)G−1(MS −MA)

)
=

1

c2
(
MSG−1MS +MAG−1MA

)
.

Therefore it is enough to show

div
( 1

c2
MSG−1MS − λsG

)
= GF j̃s ,

div
( 1

c2
MAG−1MA − λaG

)
= GH̃ j̃a .

The first equation is shown in (5.11), and the second in (5.13).

That these are quite general formulas is shown in the following lemma, which we will use
in the second proof of the electric part.

5.4 General lemma. It holds for each matrix M

div
( 1

c2
MG−1M

)
= GN j̃+ R(N) ,

Ri(N) := c2
∑
jk

(
∂j(GN)ik

)
(GNG)kj =

∑
jk

(
∂j(GN)ik

)
Mkj ,

where the matrix N is defined by M := c2GNGT, and j̃ := divM .
Remark: Therefore only the remainder R has to be computed.

Proof. Due to the product rule for the i-th component it applies∑
j

∂j

( 1

c2
MG−1M

)
ij
=

1

c2
∑
jk

∂j
(
(MG−1)ikMkj

)
=

∑
jk

∂j
(
(GN)ikMkj

)
(wegen MG−1 = c2GN)

=
∑
jk

(GN)ik∂jMkj +
∑
jk

(
∂j(GN)ik

)
Mkj

=
∑
k

(GN)ik( divM)k +
∑
jk

(
∂j(GN)ik

)
Mkj .

That is the claim.
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We now prove the equation (5.8) separately for gravitational and for electrical phenomena.

Gravity part: In the gravitational case it is M = F̃+ H with

F̃ = c2GFGT , F = (Fij)ij =

[
F0 FT

F
1

c2
M s

]
,

where F = (F0, F ) and F = (F1, F2, F3). In the following M := M s is a matrix that later
is assumed to be symmetric.

5.5 Lemma.With M̃ := F̃ we get

1

c2
M̃G−1M̃ =

−F 2
0

c4
F0F

T

c2
F0F

c2
−FFT

+

 |F |2

c2
−FTM

c2

−MF

c2
M2

c2

 .

Proof. It is

GF =

[
− 1

c2
0

0 Id

][
F0 FT

F
1

c2
M

]
=

− 1

c2
F0 − 1

c2
FT

F
1

c2
M

 ,

and therefore

M̃ = c2GFG = c2

− 1

c2
F0 − 1

c2
FT

F
1

c2
M

[
− 1

c2
0

0 Id

]

= c2

 1

c4
F0 − 1

c2
FT

− 1

c2
F

1

c2
M

 =

[
1

c2
F0 −FT

−F M

]
.

Therefore, we have

1

c2
M̃G−1M̃ = (GF)M̃ =

− 1

c2
F0 − 1

c2
FT

F
1

c2
M

[
1

c2
F0 −FT

−F M

]

=

− 1

c4
F 2
0 +

1

c2
|F |2 1

c2
F0F

T − 1

c2
FTM

1

c2
F0F − 1

c2
MF −FFT +

1

c2
M2


=

−F 2
0

c4
F0F

T

c2
F0F

c2
−FFT

+

 |F |2

c2
−FTM

c2

−MF

c2
M2

c2

 .

5.6 Lemma. The first matrix on the right-hand side of Lemma 5.5 is−F 2
0

c4
F0F

T

c2
F0F

c2
−F FT

 = −GF⊗GF .
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Proof. It is  1

c4
F 2
0 − 1

c2
F0F

T

− 1

c2
F0F F FT

 =

[
− 1

c2
F0

F

]
⊗

[
− 1

c2
F0

F

]
= GF⊗GF .

For the following lemma we assume

∂jF k = ∂kF j for all j, k = 0, 1, 2, 3 . (5.9)

5.7 Lemma. If the assumption (5.9) is satisfied then

div(GF⊗GF − λs
1G) = −ϱs GF ,

where λs
1 :=

1

2
F·GF and ϱs := div(−GF ).

Remember: This contains the classical formula

div
(
F⊗F − λId

)
= −ϱF ,

where λ := 1
2
|F |2 and ϱ = div(−F ). Its true if F = ∇ϕg.

Proof of the classical formula. Because of ∂jFk = ∂kFj for j, k ≥ 1 the k-th component of
div

(
F⊗F ) is∑

j≥1

∂j(F⊗F )kj =
∑
j≥1

∂j(FkFj) = Fk

∑
j≥1

∂jFj +
∑
j≥1

Fj∂jFk

= Fk divF +
∑
j≥1

Fj∂kFj = Fk divF +
∑
j≥1

∂k(
1

2
F 2
j ) = −ϱFk + ∂kλ ,

if λ = 1
2
|F |2. Therefore div(F⊗F )−∇λ = −ϱF .

Proof. Because of Lemma 5.6 we have to show

div

 F 2
0

c4
+

λs
1

c2
−F0F

T

c2

−F0F

c2
F⊗F − λs

1Id

 =

[
1

c2
ϱsF0

−ϱsF

]
.

It is λs
1 =

1
2
F·GF = − 1

2c2
F 2
0 + 1

2
|F |2 and therefore

div
( 1
c2
F 2
0 + λs

1,−F0F
)
= div

( 1

2c2
F 2
0 +

1

2
|F |2,−F0F

)
= ∂t

( 1

2c2
F 2
0 +

1

2
|F |2

)
− divF0F

=
1

c2
F0∂tF0 + F·∂tF − F·∇F0 − F0 divF (it is ∂tF = ∇F0)

= F0

( 1
c2
∂tF0 − divF

)
= ϱsF0 .
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For the k-th component of div(− 1
c2
F0F , F⊗F − λs

1Id) it holds

div(− 1

c2
F0Fk, FkF − λs

1ek) = − 1

c2
∂t(F0Fk) + div(FkF )− ∂kλ

s
1

=
(
− 1

c2
∂tF0 + divF

)
= −ϱs

Fk −
1

c2
F0 ∂tFk

= ∂kF0

+ ∇Fk

= ∂kF

·F − ∂kλ
s
1

= −ϱsFk +
1

2
∂k
(
− 1

c2
F 2
0 + |F |2

)
− ∂kλ

s
1 = −ϱsFk

by the choice of λs
1.

5.8 Lemma. For the second matrix on the right-hand side of Lemma 5.5 we get

div

[
|F |2 −FTM
−MF M2

]
=

[
−js·F
M js

]

+
∑
i≥1

 Fi∂tFi −
∑
j≥1

Mij∂xj
Fi(

− ∂tMki · Fi +
∑
j≥1

∂xj
Mki ·Mij

)
k≥1

 ,

where js := −∂tF + divM .

Proof. The upper line of the 4-divergence is

div [ |F |2 , −FTM ] = ∂t(|F |2)− div(MTF )

=
∑
l

(
∂t(F

2
l )−

∑
j

∂xj
(MljFl)

)
=

∑
l

((
∂tFl −

∑
j

∂xj
Mlj

)
Fl + Fl∂tFl −

∑
j

Mlj∂xj
Fl

)
= −js·F +

∑
l

(
Fl∂tFl −

∑
j

Mlj∂xj
Fl

)
,

and the k-th component of div [−MF , M2 ] is

=
∑
l

(
− ∂t(MklFl) +

∑
j

∂xj
(MklMlj)

)
=

∑
l

Mkl

(
− ∂tFl +

∑
j

∂xj
Mlj) +

∑
l

(
− ∂tMkl · Fl +

∑
j

∂xj
Mkl ·Mlj

)
= M js +

∑
l

(
− ∂tMkl · Fl +

∑
j

∂xj
Mkl ·Mlj

)
.

We now make the assumption

∂jFkl = ∂kFjl for all j, k, l = 0, 1, 2, 3. (5.10)

This for l = 0 is the condition (5.9) where F0l = Fl.
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5.9 Lemma. If F is symmetric and (5.10) applies, it follows

∑
l≥1

 Fl∂tFl −
∑
j≥1

Mlj∂xj
Fl(

− ∂tMkl · Fl +
∑
j≥1

∂xj
Mkl ·Mlj

)
k≥1

 = c4 div(λs
2G)

with

λs
2 :=

1

2

∑
l≥1

(−|F0l|2

c2
+

∑
j≥1

|Fjl|2) =
1

2

∑
l≥1

(Fkl)k≥0·G(Fkl)k≥0 .

Proof. Let F = (Fkl)k,l, then

Fl∂tFl −
∑
j

Mlj∂xj
Fl = F0l∂tF0l − c2

∑
j

Flj∂xj
F0l

= F0l∂tF0l − c2
∑
j

Flj∂tFjl (since ∂jF0l = ∂tFjl)

=
1

2

(
∂t|F0l|2 − c2

∑
j

∂t|Fjl|2
)

(since Flj = Fjl)

= −c2

2
∂t

(
− 1

c2
|F0l|2 +

∑
j

|Fjl|2
)
,

and

−∂tMkl · Fl +
∑
j

∂xj
Mkl ·Mlj = −c2∂tFkl · F0l + c4

∑
j

∂xj
Fkl · Flj

= −c2∂tFkl · F0l + c4
∑
j

∂xj
Fkl · Fjl (since Flj = Fjl)

= −c2∂xk
F0l · F0l + c4

∑
j

∂xk
Fjl · Fjl (since ∂jFkl = ∂kFjl)

=
c4

2
∂xk

(
− 1

c2
|F0l|2 +

∑
j

|Fjl|2
)
.

Hence we obtain Fl∂tFl −
∑
j

Mjl∂xj
Fl(

− ∂tMkl · Fl +
∑
j

∂xj
Mkl ·Mlj

)
k

 =

[
−c2∂t
c4∇x

](
− |F0l|2

2c2
+
∑
j

|Fjl|2

2

)
,

the assertion.

Altogether it follows with M̃ := F̃ in the Lorentz case under the assumptions made above

div
( 1

c2
M̃G−1M̃− λsG

)
= GF j̃s ,

M̃ := F̃ = c2GFG ,

λs :=
c2

2
(GF)T··(GF) , j̃s := div M̃ .

(5.11)
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Because, according to 5.5 and 5.6, it is

1

c2
M̃G−1M̃ = −GF⊗GF +

1

c2

[
|F |2 −(M sF )T

−M sF (M s)2

]
and, according to Lemma 5.7 and Lemma 5.8 and 5.9 it is

div
( 1
c2
M̃G−1M̃

)
= − div(λs

1G) + ϱsGF +
1

c2

(
c4 div(λs

2G) +

[
−js·F
M sjs

])
= div

(
(−λs

1 + c2λs
2)G

)
+ ϱs

[
− 1

c2
F0

F

]
+

1

c2

[
−js·F
M sjs

]

= div
(
(−λs

1 + c2λs
2)G

)
+

− 1

c2
(ϱsF0 + js·F )

ϱsF +
M s

c2
js

 .

Now − 1

c2
(ϱsF0 + js·F )

ϱsF +
M s

c2
js

 = G

[
ϱsF0 + js·F
ϱsF +

M s

c2
js

]
= GF j̃s , j̃s :=

[
ϱs

js

]
,

and

λs := −λs
1 + c2λs

2 = −1

2
F·GF +

c2

2

∑
l≥1

F•l·GF•l

=
c2

2

(
− 1

c2
∑
i,j≥0

Fi0GijFj0 +
∑

i,j≥0 ; l≥1

FilGijFjl

)
=

c2

2

∑
i,j,k,l≥0

FikGklGijFjl =
c2

2
(FG)··(GF) .

This shows (5.11).

Electric part: In the electrical case, when no magnetization and polarization is present,
we have, for the antisymmetric part of M,

H = c2GH̃G , H̃ = ε̄0E ,

where ε0 is the electric field constant and ε̄0 = k0ε0 the kg-based version, see Section 7.
We have the fundamental equation ε̄0µ̄0c

2 = ε0µ0c
2 = 1, if respectively µ0 = k0µ̄0. In

particular,

H =:

[
0 DT

−D R(H)

]
, E =:

[
0 −ET

E R(B)

]
,[

0 −DT

D
1

c2
R(H)

]
= H̃ = ε̄0E =

[
0 −ε̄0E

T

ε̄0E ε̄0R(B)

]
,
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thus the known representationsD = ε̄0E andB = µ̄0H. Now we suppose that the Maxwell
equations are satisfied, that is, the antisymmetric part of (3.1), which is Ampère’s circuital
law, and Faraday’s induction law 4.2(2), which is described in the Lorentz case in 4.3,
which is

divxD = ϱa , −∂tD + rot xH = ja ,

divxB = 0 , ∂tB + rot xE = 0 .

Setting now

D = ε̄0E , H =
1

µ̄0

B , ϱ̄a :=
1

k0
ϱa , j̄a :=

1

k0
ja ,

the Maxwell equations become

ε0 divxE = ϱ̄a , −ε0∂tE +
1

µ0

rot xB = j̄a ,

divxB = 0 , ∂tB + rot xE = 0 .

We begin with the following theorem (see [1 : VI Theorem 7.3]), where the second formula
is the Theorem of Poynting.

5.10 Theorem. In the Lorentz case we have

ϱ̄aE + j̄a×B = −∂t
(
ε0E×B

)
+divx

((
ε0E⊗E +

1

µ0

B⊗B
)
−
(ε0
2
|E|2 + 1

2µ0

|B|2
)
Id
)
,

−j̄a·E = ∂t
(ε0
2
|E|2 + 1

2µ0

|B|2
)
+ divx

( 1

µ0

E×B
)
.

Proof. In the Lorentz case the Maxwell equations are

(I) divxB = 0 (III) ε0 divxE = ϱ̄a

(II) ∂tB + rot xE = 0 (IV ) − ε0∂tE +
1

µ0

rot xB = j̄a .

Multiply

(I) by
1

µ0

B (III) by E

(II) by ×(ε0E) (IV ) by ×B ,

sum up and get the assertion. Indeed, the sum is

ϱ̄aE + j̄a×B = −ε0(∂tE)×B + ε0(∂tB)×E

+
1

µ0

(rot xB)×B + ε0(rot xE)×E +
1

µ0

( divxB)B + ε0( divxE)E

= −ε0∂t(E×B) +
1

µ0

divxPB + ε0 divxPE ,
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where 5.11(1) was used. This proves the first formula. For the second we compute

∂t
(ε0
2
|E|2 + 1

2µ0

|B|2
)
= E·∂t(ε0E) +

1

µ0

B·∂tB
= E·( 1µ0

rot xB − j̄a)− 1

µ0

B·rot xE = − 1

µ0

divx
(
E×B

)
− j̄a·E .

This is the second formula.

5.11 Auxiliary lemma. Let w be a vector valued function.

(1) If Pw := w⊗w − 1
2
|w|2Id then

divPw = (divw)w + (rotw)×w .

(2) R(w)R(w) = w⊗w − |w|2Id.

Proof (1). The k-th component of divPw is

( divPw)k =
∑
j

∂j(wkwj)−
∑
j

wj∂kwj

= wk

∑
j

∂jwj +
∑
l

(∂lwk − ∂kwl) · wl

and the k-th component of (rotw)×w is, when (k, i, j) is cyclic,(
(rotw)×w

)
k
= (rotw)iwj − (rotw)jwi

= (∂jwk − ∂kwj)wj − (∂kwi − ∂iwk)wi

= (∂jwk − ∂kwj)wj + (∂iwk − ∂kwi)wi =
∑
l

(∂lwk − ∂kwl) · wl .

Proof (2).

R(w)R(w) =

 0 w3 −w2

−w3 0 w1

w2 −w1 0

2

=

−w2
3 − w2

2 w1w2 w1w3

w1w2 −w2
3 − w2

1 w2w3

w1w3 w2w3 −w2
2 − w2

1

 = w⊗w − |w|2Id .

We rewrite the equations in 5.10 as an equation in R4.

5.12 Lemma. From 5.10 we have[ 1

c2
j̄a·E

ϱ̄aE + j̄a×B

]
=

1

µ0

div

 − ν

c2
− 1

c2
(E×B)T

− 1

c2
E×B

1

c2
E⊗E +B⊗B − νId

 ,

where ν := 1
2c2

|E|2 + 1
2
|B|2. Remark: It is j̄a×B = R(B)̄ja.
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Proof. Define ν as in the assertion. Since ε0µ0c
2 = 1 from 5.10

1

c2
j̄a·E = − 1

c2
∂t
(ε0
2
|E|2 + 1

2µ0

|B|2
)
− 1

c2
divx

( 1

µ0

E×B
)

=
1

µ0

∂t
(
− 1

c2
ν
)
− 1

µ0

divx
( 1
c2
E×B

)
ϱ̄aE + j̄a×B = ∂t

(
− ε0E×B

)
+ divx

(
ε0PE + PB

)
=

1

µ0

div
(
− 1

c2
E×B,

1

c2
PE + PB

)
,

and 1
c2
PE + PB = 1

c2
E⊗E +B⊗B − νId.

5.13 Theorem. It is

GE ja =
1

µ̄0

div(GEGEG− λEG) .

Here λE := 1
2

(
1
c2
|E|2 − |B|2

)
.

Proof. Multiplying the result of 5.12 with k0 we obtain[
1

c2
ja·E

ϱaE + ja×B

]
=

1

µ̄0

div

 − ν

c2
− 1

c2
(E×B)T

− 1

c2
E×B

1

c2
E⊗E +B⊗B − νId

 . (5.12)

The matrix is GEGEG− λEG and the left side is GE ja, as we will now show. It is

GE =

[
0

1

c2
ET

E R(B)

]
, GE ja = GE

[
ϱa

ja

]
=

[
1

c2
ja·E

ϱaE + ja×B

]
.

Moreover, since ETR(B) = −(R(B)E)T, we have

GEGEG =

[
0

1

c2
ET

E R(B)

] 0
1

c2
ET

− 1

c2
E R(B)


=

 − 1

c4
|E|2 − 1

c2
(R(B)E)T

− 1

c2
R(B)E

1

c2
E⊗E +R(B)R(B)

 ,

therefore with arbitrary λE

GEGEG− λEG =

− 1

c2
( 1
c2
|E|2 − λE

)
− 1

c2
(R(B)E)T

− 1

c2
R(B)E

1

c2
E⊗E +B⊗B − (λE + |B|2)Id

 .

This matrix is the same as the right-hand side of (5.12) if

1

c2
|E|2 − λE = ν and λE + |B|2 = ν .

This can be satisfied if λE := 1
2

(
1
c2
|E|2 − |B|2

)
.
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Altogether it follows with M̃ := H in the Lorentz case under the assumptions made above

div
( 1

c2
M̃G−1M̃− λaG

)
= GH̃ ja ,

M̃ := H = c2GH̃G = c2ε̄0GEG ,

λa =
c2

4
(GH̃)

T··(GH̃) , ja = div M̃ .

(5.13)

Because it holds for every λ

1

c2
M̃G−1M̃− λG = c2ε̄20GEGEG− λG

= c2ε̄20
(
GEGEG− λEG

)
if λ = c2ε̄20λE,

= ε̄0 ·
1

µ̄0

(
GEGEG− λEG

)
,

since c2ε̄0µ̄0 = 1, and therefore because of 5.13

div
( 1

c2
M̃G−1M̃− λG

)
= ε̄0GE ja = GH̃ ja , if

λ = c2ε̄20λE =
c2

2

( 1
c2
|ε̄0E|2 − |ε̄0B|2

)
=

c2

2

( |D|2

c2
−

∣∣∣∣Hc2
∣∣∣∣2 )

=
c2

4

[
0 DT

1

c2
D −R(

1

c2
H)

]
··
 0

1

c2
DT

D R(
1

c2
H)

 =
c2

4
(GH̃)

T··(GH̃) = λa .

Independent proof in electrical case.

With M̃ := MA = H = c2GH̃GT applies to the antisymmetric part due to 5.4

div
( 1

c2
M̃G−1M̃

)
= GH̃ ja + R(H̃) .

If we set in the remaining N := H̃ so we apply

5.14 Theorem. If N = (Nkl)k,l≥0 is antisymmetric and satisfies

∂jNkl + ∂kNlj + ∂lNjk = 0 for all j, k, l ≥ 0,

then it holds in theorem 5.4

R(N) = div(νG) , ν =
c2

4
(GN)T··(GN) .

The assumptions for N are equivalent to those for E in 4.2, thus

div
( 1

c2
M̃G−1M̃− νG

)
= GH̃ ja .

This is the same result as in (5.13).
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Proof in Lorentz’s case. It is especially (in the Lorentz case λ0 = − 1
c2
, λm = 1 for m ≥ 1)

Gij = λiδij , λi = const.

For the i-th component of R, i = 0, 1, 2, 3, we have by definition

1

c2
Ri(N) =

∑
jk

∂j(GN)ik · (GNG)kj

= −
∑
jkl

∂j(NG)kiGkl(NG)lj = −
∑
jk

∂j(Nkiλi)λk(Nkjλj) ,

hence

− 1

c2
Ri(N) = λi

∑
jk

λjλk∂jNki ·Nkj

= −λi

∑
jk

λjλk(∂iNjk + ∂kNij)Nkj

(it is Nkj = −Njk and Nij = −Nji)

= λi

∑
jk

λjλk∂iNjk ·Njk − λi

∑
jk

λjλk∂kNji ·Njk

= λi

∑
jk

λjλk∂i
N2

jk

2
− λi

∑
jk

λjλk∂kNji ·Njk

= ∂i

(
λi

∑
jk

λjλk

N2
jk

2

)
−

∑
jk

∂k(Njiλi)λj(Njkλk)

= − 1

c2
Ri(N)

.

It follows

Ri(N) = −c2

2
∂i

(
λi

∑
jk

λjλk

N2
jk

2

)
.

If now

ν = −c2

4

∑
jk

λjλkN
2
jk =

c2

4

∑
ij

(GN)ij(GN)ji =
c2

4
(GN)T··(GN)

we get
Ri(N) = ∂i(λiν) =

∑
j

∂j(νGij) = ( div(νG))i .
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6 Vector potential

The assumptions in 4.2 are so, that there exist (locally) a gravitational potential ϕg and
a vector potential A with

F = ∇ϕg , E = ∇A− (∇A)T ,

where we take the Lorenz gauge condition div(GA) = 0 for A, which is the same for all
observers. In a Lorentz frame this means

A = (−ϕe, A1, A2, A3) ,
1

c2
∂tϕ

e + divxA = div(GA) = 0 . (6.1)

If E is expressed by E and B as in (4.8)[
0 −ET

E R(B)

]
= E = ∇A− (∇A)T =

[
0 (∂0A−∇A0)

T

∇A0 − ∂0A (∂iAj − ∂jAi)i,j≥1

]
,

then E = ∇A0 − ∂0A = −(∇ϕe + ∂tA) and R(B) = (∂iAj − ∂jAi)i,j≥1 = ∇xA− (∇xA)
T.

Therefore the above equations for F and E become

F0 = ∂tϕ
g , F = ∇ϕg ,

E = −(∇xϕ
e + ∂tA) , B = rot xA .

(6.2)

The existence of the scalar potential came from the time dependent version of Newton’s
equation and the vector potential was equivalent to Faraday’s law of induction. Therefore,
if we plug (6.2) in the definition of M, the equations (3.1) become the full system of
differential equations in Lorentz frames. Let us do this.

From the representation for M in (4.6) and the Maxwell-Lorentz aether relations in (4.9)
we obtain

M =

[ 1

c2
F0 −(F −D)T

−(F +D) M s +R(H)

]

=

[
1

c2
F0 −FT

−F M s

]
+

[
0 PT

−P −R(Ma)

]
+

[
0 ε̄0E

T

−ε̄0E
1

µ̄0

R(B)

]
,

where in detail with Newton’s gravitational potential 4.2(1) reads[
1

c2
F0 −FT

−F M s

]
=

[
1

c2
∂tϕ

g −(∇xϕ
g)T

−∇xϕ
g M s

]

=

[
1

c2
∂tϕ

g −(∇xϕ
g)T

0 M s − ∂tϕ
gId

]
+

[
0 0

−∇xϕ
g ∂tϕ

gId

]
,[

0 ε̄0E
T

−ε̄0E
1

µ̄0

R(B)

]
=

[
0 −ε̄0(∇xϕ

e + ∂tA)
T

ε̄0(∇xϕ
e + ∂tA)

1

µ̄0

(∇xA− (∇xA)
T)

]

=

 ε̄0
c2
∂tϕ

e −ε̄0(∇xϕ
e)T

ε̄0∂tA − 1

µ̄0

(∇xA)
T

+

− ε̄0
c2
∂tϕ

e −ε̄0(∂tA)
T

ε̄0∇xϕ
e 1

µ̄0

∇xA

 ,
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so that the matrix M becomes

M =

 1

c2
∂t
(
ϕg + ε̄0ϕ

e
)

−
(
∇xϕ

g + ε̄0∇xϕ
e)

T

ε̄0∂tA − 1

µ̄0

(∇xA)
T

+

 0 PT

−P M s − ∂tϕ
gId−R(Ma)

+O

with

O :=

 − ε̄0
c2
∂tϕ

e −ε̄0(∂tA)
T

ε̄0∇xϕ
e −∇xϕ

g 1

µ̄0

∇xA+ ∂tϕ
gId

 .

We obtain here a form of the matrix M which leads to the well-known wave equations of
the related vector potentials. To be concrete the matrix has the form

ϕϕϕ := ϕg + ε̄0ϕ
e , M0 := M s − ∂tϕ

gId−R(Ma) ,

M =

 1

c2
∂tϕϕϕ −(∇xϕϕϕ− P )T

1

µ̄0c2
∂tA− P M0 −

1

µ̄0

(∇xA)
T

+O ,
(6.3)

with the following theorem.

6.1 Wave equations. The matrix M has the form (6.3), where because of the gauge
condition the matrix O is divergence-free. Hence neglecting the Coriolis term the general
system (3.1), that is, divM = j̃ = (ϱ, j), becomes

1

c2
∂2
tϕϕϕ+ divx

(
−∇xϕϕϕ+ P

)
= ϱ ,

1

µ̄0c2
∂2
tA− ∂tP + divx

(
M0 −

1

µ̄0

DxA
)
= j .

(6.4)

Therefore, if P = 0 and M0 = 0 we have two wave equations.

Proof. We have

divO = div

 − ε̄0
c2
∂tϕ

e −ε̄0(∂tA)
T

ε̄0∇xϕ
e −∇xϕ

g 1

µ̄0

∇xA+ ∂tϕ
gId

 =

[−ε̄0∂t
1

µ̄0

∇x

]( 1

c2
∂tϕ

e + divxA
)

which vanishes since the Lorenz condition has been postulated.

Here the potential ϕϕϕ = ϕg + ε̄0ϕ
e leads possibly to a new interpretation of gravity. One

has to compare this approach with measurements, which are related to the study of the
interaction of gravitation and electromagnetic effects or the interaction of gravitation and
magnetization.
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7 Dimension

The combination of the kg-based gravitational quantities and the As-based electrody-
namical quantities needs some explanation. Essential is the conversion factor k0 with
dimension kg/As which we write as

k0

[
kg

As

]
, (7.1)

and which will appear in 7.4. We assume coordinates y = (t, x) ∈ R4. The generic system
of 4 equations in these coordinates reads

∂t
(
□ [∗]

)
+ divx

(
□
[∗m

s

] )
= □

[∗
s

]
,

∂t
(
□
[∗m

s

] )
+ divx

(
□

[
∗m2

s2

] )
= □

[∗m
s2

]
.

(7.2)

Since ∂t is equipped with dimension
[
1
s

]
and divx with dimension

[
1
m

]
, the system is

consistent for every fixed choice of [∗]. Hence, if in this system one quantity □ with units
is specified, then the units of all other quantities □ are defined.

First, consider the mass-momentum system div(ϱvvT + Π) = f̃ which in a special case
means

v =

[
1
v

]
, Π =

[
0 0
0 Π

]
, f̃ =

[
r
f

]
.

7.1 Mass-momentum system. In Lorentz case (7.2) reads

∂t
(
ϱ [∗]

)
+ divx

(
ϱv

[∗m
s

] )
= r

[∗
s

]
,

∂t
(
ϱv

[∗m
s

] )
+ divx

(
(ϱvvT +Π)

[
∗m2

s2

] )
= f

[∗m
s2

]
,

(7.3)

where

∗ =
kg

m3
, hence ϱ

[
kg

m3

]
, v

[m
s

]
,

and thus

r

[
kg

m3s

]
, Π

[
kg

ms2

]
, f

[
kg

m2s2

]
.

Now we consider the equation divM = j̃ and we take seperately the cases of the sym-
metric and the antisymmetric part. First the case of gravity, that is Newton’s law in the
relativistic version.

7.2 Newton’s law of gravitation.With F = (F0, F1, F2, F3) = ∇ϕg the equations in
(4.6) read in the form (7.2)

∂t
(F0

c2
[∗]

)
+ divx

(
− F

[∗m
s

] )
= ϱs

[∗
s

]
,

∂t
(
− F

[∗m
s

] )
+ divx

(
M s

[
∗m2

s2

] )
= js

[∗m
s2

]
.
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It is

ϱs
[
kg

m3

]
=

[∗
s

]
, that is ∗ =

kg s

m3

and therefore

F0

c2
[∗] =

[
kg s

m3

]
, thus F0

[
kg

ms

]
, F

[∗m
s

]
=

[
kg

m2

]
.

This is consistent with

ϕg

[
kg

m

]
, hence F0 = ∂tϕ

g

[
kg

ms

]
, F = ∇ϕg

[
kg

m2

]
.

Finally

M s

[
kg

ms

]
, js

[
kg

m2s

]
.

Now to the magnetic part.

7.3 Magnetism kg-based. The equations (7.2) are, because of (4.6),

∂t
(
0 [∗]

)
+ divx

(
D

[∗m
s

] )
= ϱa

[∗
s

]
,

∂t
(
−D

[∗m
s

] )
+ divx

(
R(H)

[
∗m2

s2

] )
= ja

[∗m
s2

]
.

(7.4)

We know

ϱa
[
kg

m3

]
, hence ∗ =

kg s

m3
,

and with this it is known

D

[
kg

m2

]
, H

[
kg

ms

]
, ϱa

[
kg

m2

]
, ja

[
kg

m2s

]
.

The purpose of the constant k0 is to transform the quantities from the As-based version
into the kg-based version.

7.4 Ampère’s circuital law As-based.We now set

H = k0H̄ i.e.

[
0 D

−D R(H)

]
= k0

[
0 D̄

−D̄ R(H̄)

]
,

D = k0D̄ , H = k0H̄ , ϱa = k0ϱ̄
a , ja = k0̄j

a .

This implies, because of (7.1), the well-known dimensions

D̄

[
As

m2

]
, H̄

[
A

m

]
, ϱ̄a

[
As

m3

]
, j̄a

[
A

m2

]
,
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or with ∗ =
As2

m3

∂t
(
0 [∗]

)
+ divx

(
D̄

[∗m
s

] )
= ϱ̄a

[∗
s

]
,

∂t
(
− D̄

[∗m
s

] )
+ divx

(
R(H̄)

[
∗m2

s2

] )
= j̄a

[∗m
s2

]
.

(7.5)

With the constants ε0 and µ0 we set

ε0 = 8.854187812 · 10−12F

m
, ε̄0 = k0ε0 ,

ε0E = D̄ − P̄ , thus D = ε̄0E + P , and ϱel :=
1

ε0
ϱ̄a =

1

ε̄0
ϱa ,

µ0 = 4π · 10−7H

m
, µ̄0 =

µ0

k0
, ε̄0µ̄0 = ε0µ0 =

1

c2
,

µ0(H̄ + M̄a) = B , thus B = µ̄0(H +Ma) , and jel := µ0̄j
a = µ̄0j

a .

It is with different units

ε0

[
F

m

]
=

[
As

V m

]
=

[
(As)2

kg m

( s

m

)2
]
, µ0

[
H

m

]
=

[
N

A2

]
=

[
kg m

(As)2

]
,

and (7.5) becomes without polarization and magnetization

divxE = ϱel ,

− 1

c2
∂tE + rot xB = jel ,

where

E

[
N

As

]
=

[
kg

As

m

s2

]
, B [T ] =

[
kg

As · s

]
.

The only difference in the mass densities is that in connection with Ampère’s law one uses
As (ampere seconds) whereas in connection with the mass-momentum system one uses
kg (kilogram) or g (gram).
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